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ABSTRACT

The research deals with a systematic provision of mathematical algorithms to
solve eigenvalue inequalities bounding the sum of eigenvalues of Hermitian
matrices. We study the problem of defining the set of eigenvalues of sum of
Hermitian matrices and then investigate the relationship existing between the
eigenvalues of n; x n; Hermitian matrices A and B to the eigenvalues of their
summand H = A 4 B. The recent solution appears to deal with the situation
of eigenvalue inequalities where r = n — 2. We modified a number of numeri-
cal methods to formulate inequalities connecting sum of 7 eigenvalues for / in
relation to sum of r eigenvalues for both A and B depending on the parameters
for r < n where r = n — 1,n — 3. Lastly, the research showed the solution of
possible eigenvalues of sum of Hermitian matrices of size H,' for n < 12. Other

gaping issues were also specified.
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CHAPTER ONE

INTRODUCTION

Background to the Study

Over the years, there has been much substantial interest in eigenvalues
of sum of Hermitian matrices (Chang, 1999). In matrix analysis and most
specifically Hermitian matrices, it is seen in sciences and physics in particular
that eigenvalue issues are among the most significant mathematical challenges.
This is because of its application in quantum mechanics due to the requirement
that the result of a physical measurement must be a real quantity, eigenvalues
are therefore used to represent the needed physical quantities (Saleem, 2015).
Thus given a system of Hermitian matrices A, B and H, we can find the pos-
sible set of eigenvalues yu of H = A + B where (Apag, A, ..., Apay,) and
(AP, MuBa, ..., Ay, are eigenvalues of A and B respectively (Fiedler, 1971).
In terms of equality, these condition can be completely described by Knutson

and Tao (2001) as

> Auai+ Y A= v (1)
i=1 j=1 k=1

and in the form of linear inequality

> o Auas Y My =Y v (1.2)
i=1 j=1 k=1

where (i, 7, k) are increasing sequence of integers. The following are some in-
equalities in the special instance of (i, 7, k) for Herm (n) matrices A, B and

H=A+D.

i. Forallzand j suchthati 4+ j — 1 < n,

Ai(A) + AB;(B) = itj-1(H)
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(Weyl, 1912).

ii. For all indices

1<lhi<lb<..<l <n,

and

1<ihi<pp<...<j-<n,

where

r+J-—1r<n

Z Ao, (A) + Z ABj,(B) > Z Viot+js—s ()
s=1 s=al s=1

(Thompson & Freede, 1971)

Finally, Horn (1962) conjectured a complete set H" of triples of indices
(1,7, k) of cardinality r such that i = iy,49,....%, j = Jj1,Jo2,---,Jr and k =

k1, ko, ..., k. which are subsets of 1,2, ..., n of r < n by

Z)\Oéi S Z)\ﬁj = Z’Yk
) j=1 k=1

Then (i, 7, k) € H" such that

S .. —S(S; D
x=1 y=1 =l

for any s < r and for triples of indices x1, xo, ..., Ts, Y1, Y2, ---, Ys and 21, 2o, ..., Zs
which are subsets of 1,2,...,r € H_.

Eigenvalue analysis have many application in quantum mechanics and
also in oil companies where eigenvalue analysis are used to explore land for
oil and as well give a good indication of the location of oil reserves (Saleem,
2015). Thus eigenvalues of Hermitian matrices have been of great interest not

to the field of algebra alone but to the field of physics and the field of engineering

2
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as well (Weisstein, 2002).

Many effort have been employed at solving eigenvalues in relation to the
sum of Hermitian matrices by several other researchers (Amir-Moez, 1956; Ful-
ton, 1998; Horn, 1962; Thompson & Freede, 1971). In recent times, however,
the case of eigenvalues in relation to the sum of Hermitian matrices has been
virtually solved providing possible inequalities bounding sums of r eigenvalues
for C' = A+ B such that r is less than n, where = n—2 for (i, j, k) € T} (Tay-
lor, 2015). This research will therefore focus on the eigenvalues of H = A + B
in relation to the eigenvalues of A and B for the set of integers (i, 7, k) € H

where r =n — 1,n — 3.

Eigenvalues are a particular collection of scalars connected to a sequence
of linear equations Az = Ax that are sometimes also known as characteristics
roots, characteristics values, (Ferrar, 1972), proper values, or latent roots (Mar-
cus & Minc, 1988), where the number or scalar value \ is an eigenvalue of A.
The process of identifying the eigenvalues and eigenvectors of a matrix system
is highly useful in areas such as physics and engineering where matrix diag-
onalization is the equivalent and arises and appears in programs like stability
analysis and the physics of rotating bodies (Weisstein, 2002). Each eigenvalue
is paired with a corresponding eigenvector (Dobson & Cox, 1999). Given an
n X n matrix M, a scalar ) is an eigenvalue of M if and only if there is a
nonzero vector x, called an eigenvector such that (A - M)x = 0, where / is an
identity matrix. Since X is non-zero, the eigenvalues of matrix M are the root of
det(A\I - M) = 0, which is a polynomial in .

Matrix is a rectangular array of numbers, symbols and expressions ar-
ranged in rows and columns. A := (a;;)mxn defines an m x n matrix A with
each entry in the matrix A[ij] forall 1 <7 <mand1 < j < n. Some program-
ming languages also begin the convention at zero, such that we have 0 <7 < m

-land0 <3< n-1.
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Below are some types of matrices;
1. Square matrix; A € C™*"
2. Hermitian matrix; A € C™*" A = AT
3. Anti Hermitian matrix; A = —A” (Strang, 2006).

A symmetric matrix is a square matrix which is equal to its transpose,
A = AT (Lipovetsky, 2013). Only square matrix is symmetric since equal ma-
trices have equal dimensions. Let A = (a;;) be an n; X n; square matrix, then
A is symmetric if A = A” for all (a;;) € R. A and A” have the same eigen-
values and eigenvectors and eigenvectors corresponding to distinct eigenvalues
are orthogonal. The theorems below show the relationship between eigenvalues,

eigenvectors and symmetric matrices.

Theorem 1.1
All eigenvalues of a real symmetric matrix are real.
Theorem 1.2

Eigenvectors corresponding to distinct eigenvalues of a real symmetric matrix
are orthogonal (Weiss, 2019).

Suppose an eigenvalue Ao has a multiplicity x, then we can find a set
of x orthonormal eigenvectors (ji1, fi2, ..., fin) for Aa. If A € R"*" is a sym-
metric matrix then there is an orthonormal set of eigenvectors (p1, fto, ..., fin)
corresponding to eigenvalues (Aaq, A, ..., Ay, ). Thus we have a spectral de-
composition VI AV = d where V' = pi1, jig, ..., Ji,, is an orthogonal matrix such

that VT = V=1 and d = diag(\ay, A, ..., \a,,) is diagonal.

According to Weisstein (2001), Hermitian matrix is a complex square ma-

trix that is equal to its own conjugate transpose. Hermitian matrices are the

4
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complex extension of real symmetric matrices. Let A = (a;;) € Mn(C), then
Ais Hermitian if A = (A)T (i.e. a;; = a;; for all (a;;) € C except (i # j) € R.
The conjugate transpose of A given by A*, is obtained by taken the complex
conjugate of its transpose (i.e A* = (AT = AT).

A matrix X = (z;;) € R for all indexes (i, j) is Hermitian if and only
if it is symmetric with respect to its entries at the main diagonal (Johnson,
Kroschel, & Omladic, 2004). The sum of two Hermitian matrices X,Y is
Hermitian and their product is Hermitian if the two matrices commute, thus
if XY = Y X. Hermitian matrices are normal matrices. A matrix X is said
to be normal if XX = X7TX. By the spectral theorem, any Hermitian ma-
trix can be diagonalized by a unitary matrix, and that the resulting diagonal
matrix has only real entries. Thus for every Hermitian matrix A € Mn(C),
we have; (Pq,r) = (q, P*r) = (q, Pr), for all ¢.r € C". This implies that
(g, Pq) = (Pq,q) = (g, Pq), for all ¢ € C" and hence (¢, Pq) is necessarily a

real number (Taylor, 2015).
Theorem 1.3

All eigenvalues of a Hermitian matrix are real.

Proof: Let P = (p;;) € Mn(C) such that P € Herm(n) with \,r = Pr
where )\, is the eigenvalue of P and (r # 0), then we have;

(T, 7Y = (1, Aat) = (1, Pr) = (Pr,7) = (Ao, 7) = Ao (r, 7). Since the
inner product (-, -) on C™*™ is positive definite, then \, = )\, is a real number

(Taylor, 2015).
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Matrices X and Y show example of complex and real Hermitian matrices

respectively;
1 3+21 4 1 2 3
X=13-2. 3 —i|, Y=12 4 5
4 7 5 8 "0

Proposition 1.4

The trace of a square matrix A (i.e. A € Mn(C) is the sum of entries in its

main diagonal, that is

tT(A) = Z )\Oéij,i = j
i=1
Theorem 1.5

If (A1, Mg, ..., Aay,) are the eigenvalues of A € Mn(C), then
tr(A) = Z A
=1

Theorem 1.6

Every Hermitian matrix A is similar to a diagonal matrix D (Singh, 2021).
Proof: Let A = a;; € Mn(C) where A € Herm (n). Then there exist a

diagonal matrix D and an invertible matrix P such that D = PAP~!. Hence
Z Aai(A) = tr(A) = tr(AP~'P) = tr(PAP™") = tr(D)

(Taylor, 2015). Thus, the trace of a diagonal matrix D is the sum of its eigen-

values.

Digitized by Sam Jonah Library



University of Cape Coast https://ir.ucc.edu.gh/xmlui
Theorem 1.7

The sum of any two Hermitian matrices is Hermitian.
Proof: Let A, B € Herm (n) and H = A + B. From the trace inequality
tr(A) +tr(B) = tr(A + B) (Zhang, 2011). This follows from Proposition 1.4

that

D Awai(A)+ 3 MiBi(B) = i (H)

where H = A+ B

Statement of the Problem

This research seeks a systematic way to solve the inequalities bounding
the sum of eigenvalues of Hermitian matrices H = A 4+ B for some r < n. We
define and determine the eigenvalues of set of all possible vy of n X n Hermitian
matrices H = A + B for n < 12. Thus, the eigenvalues of sum of Hermitian
matrices H in relation to the eigenvalues of A and B. In specific terms, the

research problem can be stated as follows;

1. Given n X n Hermitian matrices A and B with corresponding eigenvalues
(Ao, Mg, ... Apar,) and (Apfr, ApBs, ..., \uB,) and H € Herm (n)
with eigenvalues (vyu1, Yo, ..., Yiun) Where H = A + B, we generate

possible inequalities of size A" for 1 <r <n < 12.

2. Given n x n Hermitian matrices A, B and H € Herm (n), where H =

A + B, we find the set of all possible yu of H for1 <r < n < 12.

Purpose of the Study

The aim of this research is to establish the eigenvalues of sum of Hermitian

matrices for set yu of H = A+ B for1 < r < n < 12. The research will
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formulate all possible inequalities

D ok, <D Apas, + > A,
s=1 s=1 s=1

for H" denoting the set of triples (4, j, k) and establish a large class of such in-
equalities for 1 < r < n < 12. A necessary condition for H = A + B with the

above given eigenvalues is that
D vk =) Apoi+ > A
k=1 i=1 j=1

Naturally, the next level is to find the inequalities bounding for H = A + B,
as was posed by (Horn, 1962). It turns out that the necessary condition for the
presence of Hermitian matrices with prescribed eigenvalues also involve a set of
inequalities.

Research Objectives

In this research, we will review previous results obtained by Taylor (2015)
in respect to the eigenvalues of sum of Hermitian matrices showing the size of

T" for 1 <r < n < 11. Thus our specific objectives include;

1. Formulate all possible inequalities;

Z’Wks < Z ey, + Z AiB;.
s=1 s=1 s=1

for (i,7,k) € H* 1 <r <n < 12wherer = n — 1,n — 3 and (i, j, k)

are ordered triples of integers.

2. Determine the set H = A 4+ B of all possible yu for 1 <r <n < 12.
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Significance of the Study

The state of research done in the area of eigenvalues of sum of Hermitian
matrices to the best of the researcher’s knowledge and findings is of size 7" for
1 <r < n < 11. Hence an extension to size [ for 1 < r < n < 12 will add

up to the existing academic knowledge.

Delimitations

Determining the eigenvalues of sum of Hermitian matrices for n < 12,
the research could have considered the eigenvalues of sum of skew Hermitian
matrices. However, for this research emphasis is placed on eigenvalues of sum

of Hermitian matrices for n < 12.

Limitations

The study discussed eigenvalues of sum of Hermitian matrices of size H,"
for 1 <r < n < 12. Thus the study is limited to eigenvalues of sum of Hermi-
tian matrices for n < 12. Again, we will restrict the research to inequalities of

H'forl <r <n<12,suchthatr =n—1,n— 3.

Organization of the Study

Generally, the research consist of five chapters. Chapter 1 has been cosidered
earlier. The remaining chapters have also been defined as follows; Chapter 2
reviews some related literatures on eigenvalues of sum of Hermitian matrices
problems. Chapter 3 delivers the research methodology and approach used.
Chapter 4 presents the main results of the research. Chapter 5 contains the sum-

mary, conclusions and recommendations of the research.
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CHAPTER TWO

LITERATURE REVIEW

Introduction

In this chapter there is a review of the work done by some researchers
on the eigenvalues of sum of Hermitian matrices. As a matter of recognizing
the fact that some limited literatures exist on the research topic, the researcher
made a decision to consider the various form as of the eigenvalues obtained so
far on sum of Hermitian matrices. Despite a critical search at the research on
sum of Hermitian matrices, however, it must be noted that eigenvalues of sum
of Hermitian matrices are characterized based on eigenvalue inequalities which
necessarily hold for n x n Hermitian matrices (Taylor, 2015). Studies on sum
of eigenvalues of Hermitian matrices have been intensive, ranging from physics
application to algebraic theorization (Villacampa, Navarro-Gonzalez, Compan-
Rosique, & Satorre-Cuerda, 2019). Results are however bound for extension

even within the same field of discipline.

Eigenvalue Conjectures

Many efforts have been employed at finding the eigenvalues of sum of
Hermitian matrices by researchers (Amir-Moez, 1956; Day, So, & Thompson,
1998; Fulton, 1998; Horn, 1962; Miranda, 2003; Taylor, 2015). In this research,
eigenvalues of sum of Hermitian matrices are discussed based on their charac-
teristics such as inequalities bounding the eigenvalues summation of Hermitian
matrices and the structure of set of all possible yuof H = A+ Bfor A, B, H €
Herm(n) (Taylor, 2015).

This research is basically eigenvalue problem of sum of Hermitian matri-
ces and before we discuss our research in details, discussion will be made on

various conjectures on eigenvalue inequalities and sum of Hermitian matrices

10
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as well as what they seek to achieve.

Let A, B be n x n Hermitian matrices and H = A + B. With many effort
in dealing with eigenvalues of sum of Hermitian matrices; what are the eigen-
values of H? How will all the possible set of eigenvalues sum H = A + B
be determined? There has been many mathematical development resulting from

Weyl’s question, (Weyl, 1912).

Horn (1962) formulated his conjecture by establishing a number of spec-
tral inequalities for Hermitian matrices A, B and C' = A+ B. The research gave

a conditional equality

Mm+yvet.ot+tm=ortost..t+a+b+0+..+06

and the linear inequalities of the form

Vix = Vko +.. + V., < Ay + Qjy T ... - o, + /le + sz ... 1 /ij“

where (i, 7, k) are considered increasing sequence of integers. Horn gave several
inequalities in completing the set n = 3 and n = 4. The research conjectured
that necessary and sufficient conditions could be given by such inequalities,
where subset 7)" of triples (I, J, K') of cardinality = in [1, n| that occur can be
obtained by induction on r. Hence, [ = 1 < ... <4,.,J = j1 < ... < J,, and
K =k < ... <k, such that when r = 1, (I, J, K') € T]" wherever iy + j; =
ki1 + 1. Also, for r > 1, (1, J, K) € T wherever

Zi+2j=2k+(r;1)

el jedJ keK

However, the spectrum problem for Hermitian matrices sum is then solved

by combining portions in a clever argument that calls for extensive combinato-

11
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rial difficulties. Horn (1962) conjectured a complete set H" of triples of in-
dices (I, J, K) of cardinality r such that I = iy,4s,...,%,, J = J1,J2, ..., J» and

K = kq, ko, ..., k. which are subsets of 1,2,...,n of r < n by

Z/\ozi—i-Z)\BjZ Zyk

iel jeJ keK

. Then (i, j, k) € H" such that

s

Zz’ﬁijy:ikﬁ—s(s;l)
y=1 =i k

r=1

for any s < r and for triples of indices x1, xo, ..., s, Y1, Y2, --., Ys and 21, 2o, ..., Zs
which are subsets of 1,2,....,r € H_.

In line with this, Horn (1962) proved his conjecture using induction hy-
pothesis and also considering minimax principle where his results suggest that,
when r = 2, (4,j,k) € Sy and when r = 3,(¢,7,k) € S¥. Horn could only
prove his conjecture in low dimension because of the interlacing technique’s
severe combinatorial difficulties, which were compounded by similarly severe
combinatorial difficulties in the final state. However, this therefore permitted

Horn to only use low dimension to demonstrate his hypothesis for n < 4.

Thompson and Freede (1971) established a novel family of inequalities
that connects the eigenvalues a; > ... > ay,, 51 > ... > fpand v > ... > 7,
of the Hermitian Liner transformations A, B and C' = A + B respectively. The
study demonstrated how Amir-Moez (1956) inequalities, may be inferred from
their family of inequalities, and hence showed that their inequalities are at least
as severe and prevalent as and are often superior to Amir-Moez inequalities. The
study further demonstrated by induction on the dimension n, that their inequali-
ties provide a very natural and straight forward generalization of the inequalities

and also contain Weyl (1912) inequalities. The study demonstrated by an induc-
12
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tion on the dimension n, such that for n = m, 1, = j1 = 1...ip, + J = M, and

hence reduced
Zais + Zﬂjs > Zw's +Js — 5)
s=1 s=1 s=1

to the trace equality tr(A) + tr(B) = tr(C). Assuming m < n, Thompson
& Freede established inequalities for Hermitian operators on dimensional space

(n—1).

According to Klyachko (as cited in Fulton, 1998) the problem can be ex-
pressed in terms of the eigenvalues of A and B to determine the eigenvalues of
the sum A+ B of two n x n Hermitian matrices. In decreasing order the research
list the eigenvalues A\;(H) > X\o(H) > ... > A\, (H) of Hermitian matrix H.
Write AM(A) :aq > ... > ap, A(B) 1 51 > ... > Bpand A(C) : 1 > oo > s
where C' = A + B. The problem of the research is to describe the triples
(1, J, K) that determine inequalities and then demonstrate that the resulting in-
equalities characterize the possible eigenvalues. The problem was brought on
by questions is solid mechanics, where the shapes of ellipsoid are determined
by the eigenvalues of symmetric matrices. The research simply show that these
inequalities 7, > a3 + (1,72 > a1 + (2, and 75 > ay + [ are sufficient to
describe the possible eigenvalues of the sum C' = A + B for n = 2. For a com-
plete answer is the case n = 3, the research produced another form of inequality

Y2 + v3 < Aag + Aag + A\By + ABs (Fulton, 1998).

Day et al. (1998) reveal a form of structure such that given real elements
(n+ag+...+an), (B1+Pa+...+5,) and (71 +72+ ...+, ) with nonincreasing
component, necessary and sufficient condition for the existence of Herm (n)

matrices A, B and C' = A+ B such that «, 5 and -y are respectively components

13
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as their sequence of eigenvalues, then the consistent inequalities

m

Ba.
1

m m
PIRTED LIS
t=1 t=1 t

for (f,g,h) € T form = [1,n] with equality m = n. Day et al. in a table indi-
cated the space dimension (n), number of terms (k) and number of inequalities
(N) of sum of Hermitian matrices for n < 7. Despite the number of inequalities
indicated in the study, Day et al. omitted the eigenvalue inequalities to enumer-

ate the sets 7" where m = kfor1 <k <n <7.

Miranda (2003), established how the diagonal entries of A + B relate to
the eigenvalues of A and B by well-known inequalities for Hermitian matrices
A and B. According to Miranda, these inequalities are expanded to more gen-
eral inequalities if the matrices A and B are perturbed by congruence of U AU *
+ VBV* where U and V are arbitrary unitary matrices, or if there are sums
of more than two matrices. The research examined the extreme circumstances

where these inequalities and some generalizations become equal.

In the same light of using inequalities to produce eigenvalues of sum of
Hermitian matrices, Taylor (2015) investigate the relationship between Herm
(n) matrices A, B eigenvalues and the eigenvalues of their sum C' = A+ B. The
research mainly concentrate on inequalities that, for some r less than n, limit
sums of r eigenvalues for C' = A + B by sums of r eigenvalues for Hermitian
matrices A and B. Taylor, in the research also focus on certain inequalities that,
from Alfred Horn’s hypothesis would totally determine the potential eigenvalues
of Hermitian matrices A, B and C = A + B. Taylor therefore considered an
alternate formulation of Horn’s theorem and then proof that when r = n — 2,
there are necessarily diagonal r x r Hermitian matrices A, B,C' = A + B.

According to the research, 7" C H" for all 1 < r < n. Thus, if (4,5, k) € T,

14
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then inequality (I, J, K) holds for all Herm (n) matrices A, B,C' = A+ B. Also

if (a, 8,7) € (R")? are weakly decreasing and satisfying both the trace equality

Z Vi = Z Q; + Z Bj
i=1 i=1 i=1

and the inequality (I, J, K) for every (I, ., K) € T and all 1 < r < n then
there exists A, B,C = A+ B € Herm (n) such that A\(A) = a, A(B) = ( and
AC) =1.

Taylor (2015) produced inequalities that generate the eigenvalues of sum
of Hermitian matrices A, B and C' = A + B when dimension of the matrix and
some parameters are given. By the use of prolog program, the research deduced

a table to enumerate the sets 7," for 1 <r <n < 11.

Chapter Summary

In this chapter, a number of forms of eigenvalues inequalities in relation
to the sum of Hermitian matrices have been reviewed and discussed, most im-
portantly in relation to Horn’s conjecture, existence of minimax principles and
some cases induction hypothesis. Some eigenvalue inequalities have been ob-
tained by research and others are still open for solution. this research therefore
present a systematic way to generate inequalities bounding the eigenvalues of
sum of Hermitian matrices A, B, H = A+ B ofsize H' for1 <r <n <12,
where 7 = n — 1,n — 3 and also determine the eigenvalues of sum of Hermitian

matrices for n < 12.
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CHAPTER THREE

RESEARCH METHODS

Introduction

The purpose of the research is to investigate the eigenvalues of sum of Her-
mitian matrices. This chapter provides information on the research methodol-
ogy employed in the conduct of this research. The chapter specifically presents
a step by step method and procedure used in obtaining eigenvalue inequalities
of sum of Hermitian matrices A, B and H = A + B. Based on solvability
lemma, an algorithm employed by Horn (1962) and Taylor (2015) is modified
to construct eigenvalues of sum of Hermitian matrices H = A + B with an ex-
tension of size A" for 1 < r <n < 12 where r = n — 1,n — 3. Thus, firstly a
method for generating eigenvalue inequalities is discussed and then a modified

algorithm for the solution of eigenvalues of sum of Hermitian matrices.

Method for Generating Possible Eigenvalue Inequalities given the

Dimension and Parameters of the Matrix

The research uses an n X n matrix where n = 2 as a base for the develop-
ment of the method for generating subsequence eigenvalue inequalities. We let
A and B be n X n matrices.

Suppose A and B denote a 2 x 2 matrices with entries

Qo Agy + 1 .o byy — 21

A = s B =
Uy — LS bye +21 by,

we aim at making both A and B Hermitian. This implies A = A” and B = B7,

where AT and BT denote the conjugate transpose of A and B respectively.

16
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Thus,
Az Ay + 1
A=
Ayz — 1 yy
implies
_ [ 1
A=
Qyz + 1 Gy
and
y [ e A7 0
AT =

which means that a,, = @,, and hence A = AT The same process is
followed for B = B
Suppose that (Apay, Apa, ..., Apay,) and (Ap Sy, A, ..., AuS,) are eigen-

values of n x n Hermitian matrices A and B respectively with entries

a1 a2 aiz . . . Qip
Q21 Q22 Q23 . . . dap
a3; dasz a3z . . . d3zp
A=
ap1 Ap2 Qp3 (0777
9
17
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bl 1 b12 blS bln

bgl 622 b23 L. bgn

b31 b32 b33 e . b?m
B pu—

bnl bn? bnS S bnn

and (1, Y2, ..., Yiin) be eigenvalues of H = A + B, we have (i,j,k) € H

such that
Dk, <Y Auai, + Y M, (3.1)
s=1 s=1 s=1

For n x n matrices where n = 2, there exist matrices H = A+ B of triples
(A, A, yp) satisfying the inequlities

3\

Y1 < Apon + Apb

Yo < Apas + ApBs (3.2)

Y < Appoes + Ap By |

Step 1

We determine the matrix dimension (n) and parameter () of Hermitian

matrix " such thatr =n —1,n — 3.

Step 2

We determine the eigenvalue inequalities depending on the dimension and

parameters. We use base on equation (3.2) the following;

18
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Table 1: Present Eigenvalue Inequality Entries of Matrix Dimension n = 2

H(yp) < AQApa)+  B(Aup)

1 1 1
- 1 2
2 2 1

(Richmond, 2013).

From Table 1, entries representing each of the three rows are such that the
difference in the sum of integer entries in /7 and the sum of integer entries in
both A and B is always one. Also, the number of entries in H determines the

number of entries in each of A and B. The following tables present the details.
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Table 2: Eigenvalue Sum of Matrix Dimension n and Parameters r = n — 1

r= Eigenvalues Sum Diff
n n-—1 H A+ B
2 1 Vi1 Apaq + ApSr 1 2 1
3 2 X1 X 3 6 3
4 3 Y, Y, 6 12 6
5 4 Z Zs 10 20 10
6 5 Vi Vs 15 30 15
n n—1 U Uy Dokt Ve 20 gy Yk D Y

(Taylor, 2015).

Let,

X1 = Y1 + Yo

Xy = Ay + Aparg + Ay + Ao

Yi =X +yus

Yy = Xo + Apas + Apfs

20
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Zi =Y+

Zy = Yo+ Aoy + Ay

Vi=2Z1+05

Vo = Zy + Apas + AufBs

Ul = X1 T ooo TF YMn—-1

U2 = X2 + ...+ )\/LO[n_l + /\,uﬁn_l

21

Digitized by Sam Jonah Library



University of Cape Coast

https://ir.ucc.edu.gh/xmlui

Table 3: Eigenvalue Sum of Matrix Dimension n and Parameters r = n — 3

r= Eigenvalues Sum Diff
n n—3 H A+ B
4 1 Vi1 Apaq + ApSr 1 2 1
5 2 P Py 3 6 3
6 3 Q@1 Q2 6 12 6
7 4 Ry R 10 20 10
8 5 S So 15 30 15
n n—3 W Wa Domt Vi 205y ViRl 2 Y

(Taylor, 2015).

Let,

Py = vy + ypo

Py = Aoy + Mg + By 4 ApBa

Q1 =P+ vus

Q2 = Py + Apas + Apfs

22
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Ry = Q1+
Ry = Q2 + A\uog + Ay
S1= Ry +yus
Sy = Ry + Apas + A5
Wi=5814+...+7n-3

Wy =S+ ... + Aua,_3 + AufBn_3

Step 3a

We use row five from Table 2 where n = 6 and r = n — 1 to generate
the required number of eigenvalue inequalities by summing the integer entries

of yu and both A and A\ such that

i. the integer entries (i, 7, k) in each of the eigenvalues (Ao, A\, yu) re-
spectively increases from left to right.

Thusi=1,2,3,4,5,j=1,2,3,4,5and k = 1,2, 3,4, 5.

ii. the sum of the integer entries (k) of yu is always 15 less than the sum of

entries (i, 7) of Aua and A respectively.

Thus,

> Apei, + Y AuBi =)y, +15 (3.3)

We suppose that, given the entries yu = 2,3,4,5,6, \uaw = 1,2,3,4,6

and A\uf =1, 3,4, 5,6, we can generate the eigenvalue inequality of the form;

Yo + Yz + Ve + Vs Ve < A + A + Ao + Ao + Ao

A1 + APz + AP + Aufs + AuSe
(3.4)

23

Digitized by Sam Jonah Library



University of Cape Coast https://ir.ucc.edu.gh/xmlui

which follows from equation (3.3).

Step 3b

We use row two where n = 5 and » = n — 3 from Table 3 to produce the

required number of eigenvalue inequalities by going through step 3ai and

i. the sum of the integer entries (k) of yu is always three less than the sum

of entries (4, 7) of Aua and AufS respectively.

Thus,

> dua, + > MuB =)y, +3 (3.5)

We let vy, = 3,4, \uoy; = 1,3 and A\pf; = 2,3, we can generate the

eigenvalue inequality of the form;

Yz + Yia < Apog + Apag + Apfa + ApSs (3.6)

which follows from equation (3.5). It must be noted that the entries of Ao and

Au depend strictly on the entries of 7.

Modified Algorithm to Generate Solution of Sum of Eigenvalues of

Hermitian Matrices of size /7" for 1 <r <n <12

Suppose that 1 < r < n < 12, given the space dimension (n) of the

matrices such thatn = 2,3,4,5,6,7,8,9,10, 11, 12, we let
)\nl = 2, )\TLQ = 3, )\ng —= 4, -0l )\nn =12 (37)

Based on Theorem 1.3, H;" by an algorithm from Taylor (2015) is the following;
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i. For H where n = 12 and r = 1, the sum of eigenvalues is produced by;

/\n1+1

)\n1 + )\nz +1

)\nl = /\TlQ = )\ng +1

/\m + )\ng + )\ng -+ /\714 + 1

Zzlil [Ang] +1

Thus, H = H}? = " where n = 12.

Using a number of mathematical stractegies and algorithms we have the

following;

ii. For A where n = 12 and r = 2, we let U represent the sum of eigenval-
ues, di represent the differences in the sum of eigenvalues and R represent

rows. Then sum of eigenvalues of H,? is produced by the following;
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Table 4: Algorithm Showing H" = H,?

2 3 4 5 6 7 8 9 10 11 12

2 Uy Us Un Uss U U User U Ungr Unom Ux
1 | | l | 1 1 1 l |
diagR1 ds  dis ds dn  dise dno dso diss dns diR1

! Lo ! ! ! ! ! !
digogRz dw dw dis dss  dss  dizo  dhss dao  dioR2
ool ! ! ! ! ! !
dii1-8R3 dw dis dn dus i dis dss disR3
) | ! | | | !
dig-nR4a ds ds dv ds do do di7R4

(Day et al., 1998)

Key: | indicates the difference between successor and predecessor.

Let

diro Ry = d[Uy — Usoo2]
digRg = diloRl = digRl = d[(Ux e UQODQ) - ngRl]
d’igR;g - digRQ e digRg = d[((Ux - UQOOQ) - ngRl) = ngRQ]

di7R4 = digRg e di7R3 = d[(((Ux 23 UQOOQ) — dlgRl) = ngRQ) - dl7R3]

From Table 4,

d’i7R4 = d[(((Uz — Ugoog) = dlgRl) — dlgRQ) — d27R3] = dll (38)

Hence we find its inverse algorithm to generate U,,.
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iii. Suppose that we have H" where n = 12 and r = 3, we let U represent the
sum of eigenvalues, dj represent their differences and R represent rows.
Then sum of eigenvalues of Hermitian matrix H3? is as a result of the fol-

lowing;

Table 5: Algorithm Showing H" = H;?

3 4 5 6 7 8 9 10 11 12
3 Uh Uw Uss Uxs Uisi Unao Usstz Unuo Uzsers Uk
U ! 1 ! 1 1 ! 1
dja9R1 do dis dim  dsm3z due danor  dess  disis djoR:
) | ! | ! ! ! |
dia9R2  dy1  dus disi dsus  disis dis dems  djsR:
l ! ! ) ) ) !

dj1-7Rs3 dgy dns diws desy dires  dusy  dj7Rs
} ! l l l !
djr-6R4 diss do disy  dsis  dier  djeR4
! 1 ! 1 !
dj(1-5)Rs day dur dwe  dys  djsRs
! 1 1 !
dji1-9Rs dss  din dus dj4Rs

(Day et al., 1998)

Key: | indicates the difference between successor and predecessor.

Let
djgRy = d[U, — Ussers]

djs Ry = djo Ry — djs Ry = d[(U, — Ussers) — djs R ]
djzR3 = djsRy — djz Ry = d[((Uy — Ussers) — djsR1) — djz Rs]

djsRy = dj7Rs — dje Rs = d[((Uy — Uasers) — djsR1) — djzRa) — djs R3]
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djsRs = djs Ry — djs Ra
= d[(((Uz — Ussers) — djsR1) — djz Ry) — djsR3) — djs R4
djsRe = djs Rs — djsRs

= d[((((Uz — Uzsers) — djsR1) — djr Ry) — djs R3) — djs Ry) — djs R

From Table 5, dj;_3)Re provides a partern which generate an approxi-

mate value for

djaRs = d[(((((Uy — Ussers) — djsR1) — djrRs) — djeRs3) — djs Ry)

—djsRs] = disgs
3.9

Hence we find its inverse algorithm which generate an approximate value

of U,.

iv. Suppose that we have [ such that n = 12 and r = 4, we let U be the
sum of eigenvalues, dk be their differences and R represent rows. Then

sum of eigenvalues of Hermitian matrix H? is through the following;
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Table 6: Algorithm Showing H" = H}?

4 5 6 7 8 9 10 11 12

4 Dvl DYlS Ul26 UTSI U3516 U13?04 U46208 U138519 [/"Yx

l l l i l l l l
dkasR1 cdy di  des

dries  choiss  disos  dersn dksRi

| l | | l l l

dka-nR2 do7 dsis  dns  durs daze dsesyr  dkiR2

l l l l | |

dk(1-6)R3 dunr  dere  dssz  dises  diner  dhksRs

l l l | l

dk1-5)R4 diee digst  desin danses  dksRa

(Day et al., 1998)

Key: | indicates the difference between successor and predecessor.

Let

dks Ry = d[U, — Ui3s519)
dk7Ry = dks Ry — dk7Ry = d[(U, — Uisssie) — dk7 Ry ]
dkeR3 = dk7 Ry — dkgRo = d[((U, — Ussssie) — dk7Ry) — dkgRo)
dks Ry = dkeR3—dks R3 = d[((Uy—Ulsss19) —dkrRy) —dke Ro ) —dk5 R3]

From Table 6, considering the differences in (dkoRy4, dks R4 and dkyRy)

we assume that,

[(dk‘zR4 X 2) + 2296] = dk3R4
[(dksRy x 2) + 3378] = dky R,
29
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hence by assumption,

[(d/{?4R4 X 2) + 4460] = dk’5R4

Thus,

dk5R4 = d[(((Uz_U138519>_dk7R1)_dk6R2)_dk5R3] = d49656 (310)

Hence we find its inverse algorithm which generate an approximate value

of U,.

v. For H' where n = 12 and r = 5, we let U represent the sum of eigenval-
ues, dl represent the differences in the sum of eigenvalues and R represent

rows. Then sum of eigenvalues of H2? is generated by the following;

Table 7: Algorithm Showing H" = H2?

5 6 7 8 9 10 11 12

5 Uh U Uy Uhizo Uisros Uniers Usioaso Ux

l i i l l i l
dla-nRi1 dw d dises disss dsszes  daararr dI7Ri

l l l l l l

dli-6R2 dm  diesr dome disess disezs dlsR2
! ! ! l !
dl1-5)R3 diare  dsoro  digese  dlaszs dlsR:
! ! ! !
dla-yR4 desss  chssoo  dossse  dl4R4

(Day et al., 1998)
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Vi.

Key: | indicates the difference between successor and predecessor.

Let
dl; Ry = d[U, — Usi450]

dlﬁRQ = dl7R1 — leRl = d[(UI — U319450) — leRl]
dl5R3 = dl6R2 — dl5R2 = d[((Uvm — U319450) S dl@Rl) = dl5R2]

dl4R4 — dl5R3 - dl4R3 = d[(((Ux - U319450> - dlﬁRl) — dlg,Rg) - dl4R3]

From Table 7, considering the differences in (dl R4, dls R4 and dl3R,) we

employ division concept and assume that,

dlo Ry

= 4.3424
dli Ry
dls Ry

= 3.6536
d2,R,

Hence we assume that

dly Ry

= 2.9648
dis Ry

Thus,

dlyRy = d[(((Uy —Usi9450) —dlgRy) —dls Ro) — dly R3] = d312946 (3.11)

by assumption. We then find its inverse algorithm which generate an ap-

proximate value of U,.

Suppose that we have A" where n = 12 and » = 6, we let U represent
the sum of eigenvalues, dm represent their differences and R represent
rows. Then sum of eigenvalues of Hermitian matrix HZ? is as a result of

the following;
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Table 8: Algorithm Showing H" = H}?

6 7 8 9 10 11 12

6 Uh Uag Ussz Ussi7 Ussos  Usioaso Uy

l l l l l l
dma.gR1  dvi diza dasss

dsoso1  dhizar  dmgR;
! ! ! ! !

dm-3)Rz dwr  dun  dieess  duwmst dmsR;

(Day et al., 1998)

Key: | indicates the difference between successor and predecessor.

Let

dmgRy = d[U, — Usy9450]

dm5R2 = dm6R1 — dm5R1 B d[(Ux — U319450) — dm5R1]

From Table 8, considering the differences in (dm; Ry, dmoRs, dm3 Ry and

dm4R5) we use the concept of division and assume that,

dmg R2
dm1 R2

= 10.8624

dm3 R2
dmg R2

dTTL4R2
dm3 R2

= 8.1510

= 6.4477
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Therefore by assumption,

dm5R2
= 5.7525
dm4R2
Thus,
dm5R2 - d[(Um - U319450) - dm5R1] = d1336599 (312)

by assumption. Hence we find its inverse algorithm which generate an

approximate value of U,.

Chapter Summary

In this chapter we assess the inequalities of equation (3.2), (3.3), (3.4),
(3.5) and (3.6) to build the possible eigenvalue inequalities of the Hermitian
matrices. We then solve to find the relationship bounding the eigenvalues of
sum of Hermitian matrices. This relationship together with other numerical
algorithms is then considered to formulate the structure of eigenvalues of sum

Hermitian matrices.
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CHAPTER FOUR

RESULTS AND DISCUSSION

Introduction

The purpose of this research is to establish the solution of eigenvalues of

sum of Hermitian matrices for n < 12. Thus our specific objectives were to;

1. Formulate all possible inequalities;

> vk, <0 Apag, + > A,

s=1 s=1 s=1
for (i,7,k) € H',1 <r <n < 12wherer =n — 1,n — 3 and (i, j, k)
are ordered triples of integers.

2. Determine the set H" of all possible yu for 1 < r < n < 12, where

H=A+B.

In this chapter, our results from the research are presented and discussed

in relation to the research problem below;

1. Given n; x n; Hermitian matrices A and B with corresponding eigenval-
ues (Apan, Apag, ..., Apay,) and (ApBr, Apps, ..., \uB,) and H € Herm
(n) with eigenvalues (yp1, Y2, ..., Yi4n) Where H = A + B, we generate

possible inequalities of size " for 1 < r <n < 12.

2. Given n; x n; Hermitian matrices A, B and H = A + B, we find the set

of all possible vy of H for1 <r <mn < 12.
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Results and Discussion

In order to find answer to the above research question, we begin with

n; X n; matrice. Suppose that n = 2, we have

Apa; 0 U ow (Apor + u) w
+ =
0 Auas w v w (A + v)

utv) 4/ (u—v)2+|w|?
2
(Apar+Apaz)+(utv)+ \/(Aual —Apag+u—v)|w|?
2

Then \uf = (

Hence v implies

Thus, when n = 2, there exist Hermitian matrices H = A + B of triples

(Apor, Auf3, yp) satifying

v < Apag + ApBy

Yo < Apa + AufBa
> “4.1)

Y2 < Aoy + ApBy

Yo + Yo = Apar + Apas + A + Aubs

(Richmond, 2013).

Horn problem

Let A, B and H be n; x n; Hermitian matrices where / = A+ B and we
let Apay;, Auf; and yp; fori = (1,2, ..., n) be their respective eigenvalues such
that

Ay > Ao > .o > Aoy,

AP > ABe > oo > Aufy

VH1 = Y2 = e Z Yy
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(Altunbulak, 2002).

According to Podkopaeva (2012) we have a simple relation of trace
tr(A) +tr(B) =tr(H)

. Hence,

Z Ape; + Z AuBs = Z Yk (4.2)
=1 j=1 k=1

form the relation with equality and for all » < n, we obtain a collection of

(I,J,K) C [n] :=1,2,...,n of size r hence,

> Auai Y Aufy =Y (4.3)
i=1 j=J k=K

It follows from equation (4.3) that the maximum eigenvalue of the sum-
mand of two Hermitian matrices H can not be greater than their individual max-

imal eigenvalues.
Lemma 4.1

Let B be an n; x n; Hermitian matrix with eigenvalues (A1, A, ..., AuBy)
Then we have ;

AP = maxv - By

vu=1

and

My, = min1 v- Bv

vVUv=

for all v such that AufSyv - v > v - Bv > Auf,v - v (Podkopaeva, 2012).

Proof: Let U be a unitary matrix where UDU- = B and D = Aufy, Aufa,
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AifBy,. Then we have;

v-Bv=v-(UDU)-(v)=U-v)-DWU-v)=DU-v)-(U-v)

= D AB{IU ) (U o)l = D M (U o)if

Also, having AuS;(v - v) > v - Bv > Auf,(v - v) implies

D MBIU - 0)l* 20 (UDU) v 2 ) Aubul(U - v)if?

i=1 i=1

which satisfy the inequalities.
Example 4.1

Given n; X n; matrices withn = 4 and r = 2 where (/, J, K) = (1, 3), (2, 3), (2,4)

provides the inequality

Apor + Apag + Apfa + ApBs > yug + i

Example 4.2

Given n; Xn; matrices withn = 5 and r = 3 where (/, J, K) = (1,2,4), (1, 3,5),

(1,4,5) gives the eigenvalue inequality

Apor + Apcg + Ay + Ay + AuBs + Aufs > ypa + Ypa + vis

such that (1, J, K) = (Apa, A3, yu).

Horn conjecture for the case r = 4

Theorem 4.2

Suppose that («f, Sg,vh) are ordered set of integers satisfying

37

Digitized by Sam Jonah Library



University of Cape Coast https://ir.ucc.edu.gh/xmlui

)

1< af,<n

1< Bgs <n (4.4)

1§21mmgn)

afi +Bgp <yhi+1 4.5)
afi + Bga
<~vhy+1 (4.6)
afs + Bg
|
afi + [gs
afs+Pgr ¢ S vhs+1 4.7)
afs+ Bagi )
)
afi + Bga
afy + Bgs
< ~vhs+1 (4.8)
afs + Bga
afs+ By
afi +afs+ g1+ Bge < yhy +vhy + 3 (4.9)
38
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afi +afs+ g1 + Bgs

afi +afs+ Bg1 + Bga

3\

afi +afy + Bgs + Bgs

afs +afs + Bg1 + Bgs
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afi +afs+ B +5g3)

afi +afs + gz + 594\
afs +afs+ gz + Bgs

afs+afs+ Bg1 + Bgo

< ~hi +~h3+3 (4.10)
> < vhy +~vh3+3 (4.11)
> < vho +vhs +4 (4.12)

afi +afs+ g1+ 94

afi +afs+afs+ g1 + Bga + Bgs < yhy +yhe +vhs +6  (4.13)

afi +afs+afs+ g +593+594\
afi +afs+afs+ Bgr + Bgs + Bga
afi +afs+afs+ Bgr+ Bg2 + Boa

afs +afs +afs+ Bgr+ g2 + Bys

4

4 4
doafi+> Bg <Y
s=1 s=1

s=1

< vhy +vhs +~vhs +6  (4.14)

vhs + 10 (4.15)

39

Digitized by Sam Jonah Library



University of Cape Coast https://ir.ucc.edu.gh/xmlui

then (af, B9, vh) € H}.

Proof: We move in line with the proof of ordered triples of integers (i, j, k),
see Horn (1962). Asumming n = yh, and by induction on n, suppose that n = 4
the theorem follows from equation (1.1). If the theorem holds for all n < /N and

N > 4, when n = 4,

afq - ng = /th =1
afer1 = Bggr1 = Thgr1 =2
afgte = BYgra = Yhet2 =3 (4.16)

afers = BGgr3 = Therz =4

q=1

We assume

afi =Bg=7h1 =1

afs = Bgy =2

4.17)

Thus,

&f1>af2 = 1,0éf3 - 1aaf4 =1l

ﬁ917592_17693_17594_1 (418)

yhy,vhe —1,vhs — 1, vhy — 1)

guarantee equation (4.4)-(4.14) and if
afo+ Bga = Yha +2 (4.19)

then by induction hypothesis and Horns theorem (5), with x = 2,y = 4 and
z = 1 such that (z,y,z) = (u,v,w) respectively, result the theorem. Also

equation (4.19) condition guarantee equation (4.18). Example; let yh; — 1 > 1,
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since (vhy; = 1, ..., vh,, = n), then by equation (4.12) and (4.17), a.fs + Bgs <
~vh4+2 which does not move in line with equation (4.19). Again, the two middle
inequalities of equation (4.8) in combination with (4.19) and a.fy = Bgs = Yhy
which result from equation (4.8) guaranree o f3 < afy — 1 and g3 < g4 — 1.

Hence by assumption;

afy + Bgs
< yhy+2 (4.20)

afy+ Bge

Formulating the set of possible eigenvalue inequalities

We move to the problem of forming and generating the set of all possible
eigenvalue inequalities defined in the overview. Suppose H is a set of points
Y defined by yu1 > ype = ... = Yo, and Yug, + Y, + o+ Y, <
Ao, + Ap, + ..+ Apey, + B, + B, + ...+ App;, where (¢, 5, k) € H;

1<r<nsuchthatr =n—1,n—3,and n < 12.

Theorem 4.3 Given the eigenvalues (i, A\, \uf3) of Hermitian matrices
(H, A, B) respectively, the eigenvalue inequalities of matrix dimension n < 12
has a solution provided that (ypu, A\uc, \uf) € H and r = n — 1 arbitrary

parameters are priscribed.

Proof:

1. Let A, Band H = A+ B be n x n Hermitian matrices where n = 5 with
eigenvalues A\puor, A\p 3 and vy respectively. Theset H' for1 <r <n <5

such that » = n — 1 yield the following eigenvalue inequalities below:
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)

Vi1t Y2 + s+ e < Apon + Apag + Apaz + Apag
+FABL + ApBa 4+ ApBs + Ay
Y1+ Ype + Yps Vs S Apon + Apan + Apag + Apas
+AuB1 + AuBa + AuBs + Apfy
Y1 + Y2 + Ypa + s < Apon + Apag + Aoy + A
+AuBL + AuBa + AuBs + Auby
Y1 + YR + Y+ Yps < Apon + Apas + Apay + Apas
+AuB1 + ApBa + AuBs + Ay
Yo + Yz + Ve + s < Apo + Apas + Ay + A
+AuB1 + ApBa + Aufs + By
Y1 + Y2 + s+ s < Ao + Apas + Apag + Apag 421
+AuB1 + ApBa + AufBs + ApBs
Y1 + Y2 + Ypa + s < Apon + A + Apas + A
FApB1 + Aufa + ApBa + Aufs
Y1+ Y3+ Y + s < Apon + Apag + Apaz + Apag
+AuBr + AuBs + AuBs + AuBs
Yo + Vs + Vi + Vs < Apaq + Apos + Apag + Apoy
+AuBa + AuBs + AuBs + Aubs
Y + Vs + Ve + YHs < A + Apon + Apag + Ao
+AuBL 4+ AuBs + AuBs + AuBs

Yo + Yz + Yha + Vs < Apon + Apas + Aoy + A

+A B+ ApBa + AufBa + ApBs
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)
Y1+ Y2 + Y+ YRs < Ao + Apan + Apag + Apoy
+FABL + ApBa 4+ ApBs + Ay
Y1+ YR + Y Vs S Apon + Apan + Apag + Apas
+AuB1 + Aufo + ApBs + AuBs
(4.22)
Y1 + Yz + Yia + Yps < Apon + Ao + Apay + Apas
+AuB1 + AuBa + AuBs + AuBs

Yz + Yz + Vi + Vs < Apon + Apag + Apay + Apas

+AuB1 + ApBa + AufBs + AuBs

From equation (4.21) and (4.22) the set H for all possible eigenvalue in-
equalities has 15 elements which involve the sum of the three eigenvalues
(Apce, ApB, yp) for Hermitian matrices A, B, H = A + B respectively
such that A, B € Herm(5). The set H; and H; provide 15 eigenvalue
inequalities each and there exist 56 eigenvalue inequalities each for both
H3 and H; while H} provides one equality. Thus, the set H? provides
a total eigenvalue inequalities of > |H?_,| = 142 which holds for all

A,B,H = A+ B € Herm(5).

2. Suppose A, B and H = A + B are Herm(n) matrices where n = 6 with
eigenvalues Apar, A\ and vy respectively. Theset H' for1 <r <n <6

such that » = n — 1 gives the following eigenvalue inequalities;
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)

Y+ Y2 + Y Vs Vs S Apon + Apae + Apo
+Apary + Apas + A + Auba + AuBs + AuBa + AuBs
YH1 + Yo + Yz + Y+ e < Ao 4 Appon + Apor
FApas + Apas + A + AuBa + AuBs + Auba + AulSs
Y1+ Ype + yps + Vs + Ve < Ao + Apas + Apas
+Apay + Apas + A + AuBe + Aubs + Aufs + Aubs
Y1 + Yo +ypa + s+ Yie < Apar + Apas + Apas
+Apay + Apas + Apbr + AubBa + ApBa + ApBs + AuBs
Vi1 + YU+ Vi + Vs Ve < Ao + Apae + Apas
FApcey + Apos + ApBy + APz + ApBs + Apfs + ApBe
Yi2 + YHs + Ve + Vs + Yie < Apar + Apa + Apo 423)
FApoy + Apas + e + Apufs + Apba + Aubs + Aubs
Y+ YHe + s+ Ypa + Ype < Apan + Apan + Apos
+Apovy + Apag + Apbi + Apba + Aubs + AuBa + AupSs
Y+ Y2 + Vs + Vs + Ve < Apon + Apiag + Apo
+Apas + Apag + A + Aube + Aubs + Auba + Aubs
Y1 + Y2 + Y+ s + Ve < A + Apag + Apay
+Auas + Apag + A + Apba + AuBs + AuBa + Aubs
Y1 + Vg + Ve + Vs + e < Ao + Apas + Ay
+Apas + Apag + Apbr + AuBa + Aubs + AuBa + AubBs

Yz + Y + Yha + Vs + Yie < Apan + Apas + Apas

+Auas + Mg + A + AuBa + B + AuBs + Aufe
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Yo + Yz + Ve + Vs + Ve < Aps + Ay + Aoy
+Apas + Apag + Apbi + AuBa + AuBs + AuBa + Aubs
Yh1 + Y2 + s+ s Ve < A + Apiag + Apa
+Apas + Apag + Apbr + AuBa + AuBs + AuBa + AuBe
Y1 + Y2 + Ve + Yps + Ve < Ao + Apas + Apas
+Apas + Apag + Apbr + Apba + Aubs + Aubs + Aube
Y1 + Yo + yia + Vs + Ve < Apan + Auag + Apas
+Apas + Apag + Apbi + Apba + ApBs + ApBa + ApbBe
Y + VU3 + Vi + Vs + Ve < Ao + Apae + Apas
+Apo + Apag + Apbi + ApBa + ApBa + AuBs + ApbBe 424
YR+ Vs Ve + Vs + Ve < Apon + Apas + Apa
+Apas + Apag + Apbi + Auba + ApBs + Aubs + Aube
Y1+ Yz + Y+ s+ Ve S A + Apiag + Apioy
+Apas + Apag + Apbi + Apba + AuBs + AuBa + AubSe
Yo + Yz + Ve + Vs + Ve < Apan + Apas + Apa
+Apas + Apag + Apbr + AuBs + ApBa + Aubs + Aue
Y + Yz + Ve + Vs + Ve S A + Apas + Apoy
+Apas + Apag + A + ApBa + AuBs + AuBs + Aule

Yo + Yz + Ypa + Vs + Ve < Apan + Apiag + Apoy

+Apas + Apag + ApbBr + Apfa + AuBs + Apfa + Aubs |

From equation (4.23) and (4.24) the set H g for all possible eigenvalue
inequalities has 21 elements which involve the sum of the eigenvalues
(Apar, Auf, yp) for Hermitian matrices A, B, H = A + B respectively
such that A, B € Herm(6). The set H{ and HY provide 21 eigenvalue
inequalities each. HS and HY give 126 eigenvalue inequalities each. HY

provides 228 eigenvalue inequalities while H¢ provides one equality. Hence
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the set H® provides a total eigenvalue inequalities of > °_, |HS| = 522
which holds for all A, B,H = A+ B € Herm(6). Hence Theorem 4.3

has a solution.

Theorem 4.4 Given the eigenvalues (yu, Auc, \u3) of Hermitian matrices
(H, A, B) respectively, the eigenvalue inequalities of matrix dimension n < 12
has a solution provided that (yp, A\uc, \uf) € H and r = n — 3 arbitrary

parameters are priscribed.

Proof:

1. Let A, Band H = A+ B be n x n Hermitian matrices where n = 4 with
eigenvalues Apor, A\p S and ~yp respectively. Theset H' for1l <r <n <4

such that » = n — 3 yield the following eigenvalue inequalities;

Yo < Apon + Apb
Ve < Apan + ApBs
Yz < Apag + ApBs
Vs < Apaa + ApBy
Yo < Apaz + A
, (4.25)
Yz < Apar + ApBs
Vs < Apaz + ApBs
Yz < Apas + A

Vs < Apars + Apfa

Tha < Apag + Apb

From equation (4.25) the set H{ for all possible inequalities gives 10

eigenvalue inequalities involving the sum of eigenvalues (A, A3, yu)
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for Hermitian matrices A, B, H = A + B respectively such that A, B €
Herm(4). The set H{ and Hj give 10 eigenvalue inequalities each. Hj
gives 21 eigenvalue inequalities while H gives one equality. Hence the
set H* provides a total eigenvalue inequalities of >°_, |H*| = 41 which

holds forall A, B, H = A+ B € Herm(4).

2. Suppose A, B and H = A + B are Herm(n) matrices where n = 5 with
eigenvalues Apor, A\p3 and vy respectively. Theset H' for1 <r <n <5

such that » = n — 3 provides the following eigenvalue inequalities;

Y1 + YHe < Apan + Apan + Aubi + A \
Yy + yps < Apon + Apag + AuBy + AuBs
Y+ Yia < Apon + Apag + ApBr + Apby
Y1+ s < Apog + Apag + Auby + Aubs
Y2 + Yps < Ao + Apag + ApBr + Appy
Yo + Vs < Apay + Apag + ApBy + ApBs
Yo + Y5 < Apay + Apae + ABa + AuBs (4.26)
Yz + Yha < Apon + Apa + AuSs + Ay
Yz + Yhs < Apan + Apan + AubBs + ApBs
Vs + Yis < Apan + Apas + ApSBa + Aufs
Vs + Y5 < Apan + Apan + AuBs + Aus

Yia + Y5 < Apon + Apas + AubBs + Aps

Vg + s < Apay + Apag + Az + Apafs |
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iy + s < Ao + A + Ay + Mifs |
v+ Yy < Apag + Apoy + ApBy + ApBa
Yo+ s < Apoa + Apag + A+ ApSa
Yo + s < Apag + Apas + Apbi + Apbs
Yo + Yha < Apaz + Apog + Apbi + A
Y + Yis < Apas + Apag + Aubi + Auba
Yz + Vs < Apan + Apas + Aubi + Auba
Yz + Yis < Apaz + Apas + Aubi + A
Yz + yis < Apon + Apas + Az + By
Vs + Vs < Ao + Apas + Aubi + Apfa
Vs + s < Apaz + Apas + A + Aubs
Y1 + Vs < Apag + Apas + Apbr + Aus

, (4.27)
Y1 + Yis < Apag + Apoy + Aubi + A
Yz + Yia < Apag + Apas + AuBs + Aufs
Vg + Yis < Apon + Apoy + ApBr + Ay
Yz + Vs < Apon + Apas + AuBe + Ay
Vs + Vs S Apan + A + A+ Apbs
Vs + s < Apay + Apos + Ay + ApfBs
Yha + s < Apoa + Apa + ApSs 4+ ApSa
Vs + Vs < Apon + Apas + Aufa + Ay
Y1+ Yhs < Apae + Apas + A+ Aufs
Yo + Yha < Apan + Apog + Apbi + Aus

Yo + Yy < Apan + Apog + Apbr + Aufs

Yz + YHa < Apan + Apas + Aubi + Aufs

48

Digitized by Sam Jonah Library



University of Cape Coast https://ir.ucc.edu.gh/xmlui

)

Yz + Yy < Apon + Apoy + ApSa + ApBy
Yz + Yy < Apan + Apas + A+ ABy
Vs + Y5 < Apan + Apas + Aubr + Aus
Vg + Y < Apan + Apa + ApBa + Aufs
Y + Yis < Apaq + Apas + Aubi + Aups
Yz + Yia < Apag + Apag + Apfa + Apbs
Yz + Yis < Apag + Apas + Apb + Apbs
Yz +yps < Apog + Apas + Ay + A Bs
Vg + Vs < Apg + Apas + APz + Ay
Vi + s < Apag + Mg + B + Aifa (4.28)
Y + Yis < Apan + Apo + ApBa + Aufs
Yz +Yhs < Apas + Apoy + A + Aufs
Yz + Yis < Apan + Apas + AuSa + by
Yz + Yhs < Apan + Apay + A+ ApBy
Yz + YHs < Apan + Apoy + ApBa + A3
Vg + Y5 < Apan + Apas + A + Apby
Vs + Vs < Apan + Apas + ApSBa + Aufs

Yia + s < Apas + Ay + A+ Auby

VHa + Vs < Apa + Aoy + Al + Mufs |

From equation (4.26), (4.27) and (4.28) the set Hj for all possible in-
equalities has 56 eigenvalue inequalities which hold for sum of eigenval-
ues (Apa, AuS, yu) for Hermitian matrices A, B, H = A+ B respectively

where A, B € Herm(5). Hence Theorem 4.4 has a solution.
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Determining the set /1 for all possible yufor 1 <r <n <12

Theorem 4.5 Forany 1 < r < n such that r = 1, we have

Hr =57 ng] + 1
Proof: Let H" = H}? we have;

11

=1

= [)\nl -+ )\ng + ...+ )\nll] +1

where An; = 2, \ny = 3, ..., Any; = 12 by equation (3.7)

Thus, [2 + 3 + ... + 11] + 1 = 78 which satisfy Theorem 4.5

i. For H1? we have from equation (3.8)

di7R4 = d[(((Ul« 1 UQOOQ) - ngR1> - d’LgRQ) — dZ7R3] == d11

digRg — di7R4 + di7R3 = d[(((Um — UQO()Q) — dlgRl) F— dlgRQ)] - d66
digRy = digRs + disRy = d[((Uy — Uago2) — digR1)] = dags
diyg Ry = digRy + dig Ry = d[U, — Usgoz] = dyo01

Uy = ding Ry + Uspo2 = Uspos

ii. For H3? we have from equation (3.9)
djsRe = d[(((Uy —Ussers) — djs R1) — djz R2) — djs R3) — djs R4) — dja Rs)

= d186

djsRs = djaRe + djsRs = d[((((Uy — Uzsers) — djs R1) — djz R2) — dje Rs)
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—djs R4] = dee1
dje Ry = djsRs + djs Ry = d[((Up — Ussers) — djsR1) — djr Re) — djs R3]
= di952
dj7Rs = djs Ry + djs R3 = d[((Uy — Ussers) — djsR1) — djz Ra] = ds041
djs Ry = dj: R3 + djz Ry = d[(U, — Ussers) — djs 1] = diivse
djg Ry = djs Ry + djs Ry = d[U, — Ussers] = deen

Uz = djoRy + Uazsers = Usgora

iii. For H}? we have from equation (3.10)

dk5R4 — d[(((Ux = U138519) o dk7R1) — dk6R2) - dkE)RS] = d49656

dk¢R3 = dksRy+dksRs = d[((Uy —Uisssig) — dkr Ry) — dke Ro] = dsriar
dk7 Ry = dkeR3 + dke Ry = d[(U, — Uisssig) — dk7R1] = di46954
dks Ry = dk7 Ry + dk7 Ry = d(Uy, — Uisssig) = d239265

Ux = dkSRl il U138519 o U377784

iv. For H}? we have from equation (3.11)

dl4R4 =~ d[(((Ux = U31945O) - dl6R1) a8 dZSRQ) B dl4R3] = d312946

dlsR3 = dlyRy + dlsRs = d[((Uy — Usioas0) — dlgR1) — dls Rs] = duss460
dlgRy = dl5Rs + dls Ry = d[(Uy — Usigas0) — dlgR1] = deaaerr
dl; Ry = dlgRy + dlg Ry = d[U, — Us19a50] = dsoo154

Uy = dlz Ry + Usygas0 = Ui211604
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v. For H}? we have from equation (3.12)
dmsRy = d[(Uy — Usioas0) — dmsR1] = disses99
dmeRy = dmsRy + dms Ry = d[U, — Usjoas0] = digo9sai
U, = dmgRy + Usigas0 = Urg29201

Table 9 presents the size H” for 1 < r < n < 12. Thus the set H}? pro-
duces an approximated total eigenvalue inequalities of S |H!| = 5216173
which holds for all Hermitian matrices A, B and H = A + B € Herm(12). It
must be noted that the last natural number for each Herm(n) matrix in Table 9

is the trace equality.
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Table 9: Sum of Eigenvalues of /" for n < 12 such that A" = H
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Hr n
r 2 3 4 5 6 7 8 9 10 11 12
1 3 6 10 15 21 28 36 45 55 66 78
2 1 6 21 56 126 252 462 792 1287 2002 3003
3 0 1 10 56 228 751 2120 5317 12140 25678  50972%*
4 0 0 1 15 126 751 3516 30704 46208 138519 377784*
5 00 O 1 21 252 2120 13704 71973 319450 1211604*
6 0 0 0 O 1 28 462 5317 46208 319450 1929291*
7 00 O O O 1 36 792 12140 138519 1211604
8 00 O O O 0 1 45 1287 25678 377784
9 00 0 O O 0 0 1 55 2002 50972
10 00 0 0 O 0 0 0 1 66 3003
11 00 0 0 O 0 0 0 0 1 78

(Taylor, 2015).

Note: * represent an approximate value.

Chapter Summary

This chapter established a solution of eigenvalue inequalities of sum of

Hermitian matrices for n < 12 given the parameters r = n — 1, 7 = n — 3.

Using a number of algorithms, exact values and some approximated values were
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obtained for all the possible set of eigenvalue sum H = A + B forn < 12.
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CHAPTER FIVE

SUMMARY, CONCLUSIONS AND RECOMMENDATIONS

Overview

This chapter provides a brief summary, conclusions and recommendations
of the research. The purpose of this research was to establish the solution of
eigenvalues of sum of Hermitian matrices for n < 12 using a number of numer-

ical algorithms.

Summary

The main aim of the study was to construct eigenvalues of sum of Her-
mitian matrices for the set vy of H = A+ B for 1 < r < n < 12. Firstly,
some already existing literatures in relation to eigenvalues of sum of Hermitian
matrices were reviewed. Relating to the literatures by Taylor (2015), the study
provided a number of numerical algorithm to include eigenvalue inequalities for
r = (n — 1,n — 3), providing numerical examples of eigenvalues of sum of

Hermitian matrices for n < 12.

Conclusions

Key findings

1. The research modified numerical algorithm to formulate eigenvalue in-

equalities for n; x n; Hermitian matrices with parameters (r = n — 1).

2. The research modified numerical algorithm to formulate eigenvalue in-

equalities for n; X n; Hermitian matrices with parameters (r = n — 3).

3. Lastly, the research generated the solution showing real values for some

H!? and approximated values for the other H!? of eigenvalues of sum of
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Hermitian matrices of size H' for 1 < r < n < 12, given that H' =

H?’L

n—r*

Recommendations

In relation to the reserch findings, the following are recommended for

attention.

1. The use of mathematical softwares and programs should be applied in
solving eigenvalues of sum of Hermitian matrices to prevent difficulties

in obtaining solutions.

2. Solutions of approximated values of eigenvalues of sum of Hermitian ma-
trices should be reconsidered before it is applied in the field of physics

and most specifically quantum mechanics.
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