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ABSTRACT
There is no advanced economy that has achieved a remarkable economic

development without the establishment and the development of capital markets.

Well-functioning stock markets are expected to influence growth through increased

capital accumulation and by influencing the efficiency of capital allocation. Singh

(1999) argues that capital market might face serious challenges in emerging
economies due to the huge costs and the poor financial structures. These problems
are magnified in emerging economies with their weaker regulatory institutions and
greater macroeconomic volatility. The objectives of this thesis are to examine the
relationship between education and stock market development; institutional quality
and stock market performance; and some selected macro-economic (Consumer
Price Index and Money Supply) and stock market development. A panel data of 41
emerging economies for the period 1996 to 2011 is used to estimate the results. The
techniques employed on these models are the Dynamic Ordinary Lease Squares and
Newey-West to account for different characteristics of emerging economies. The
main findings are that education interacts with GDP to influence stock market
development; institutional quality interacts with GDP to affect stock market
development, then finally selected macroeconomic variables such as Money Supply
and Consumer Price Index, all of which interact with GDP to influence stock
market development. Recommendations for emerging economies are; the education
ministers should reduce illiteracy rate by increasing secondary school enrolment;
Security and Exchange Commission to establish transparent regulatory framework
that will resolve industrial disputes and create liquid securities market; finally,
finance ministers have to broaden investor base to include more foreigners and then

stabilizing the macroeconomic indicators.
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CHAPTER ONE: INTRODUCTION
Background

The stock market plays a vital role in the modern economy since it acts as
a mediator between lenders and borrowers. Financial markets, and especially
stock markets, have contributed considerably to the development of emerging
economies over the last two decades. This trend is recorded at the same time
that these economies are characterized with growth in the literacy rate of the
citizenry, growth in Gross Domestic Product (GDP), improvement in
institutional quality, relatively stable macroeconomic variables, privatization of
state-owned enterprises, and domestic financial reform and capital account
liberalization. All these have aided in their growth.

Another point is that globalization has also advanced in the last two
decades with increased cross-border capital flows, tighter links among financial
markets, and greater commercial presence of foreign financial firms around the
world. These global trends are likely to accelerate as access to information,
literacy levels and institutional quality improves. As a means to ensure efficient
resource mobilization and allocation these trends are however raising questions
with regards to the emphasis that countries need to place on developing capital
markets.

The market capitalization of emerging stock markets rose from $604
billion to $3,074 billion for the period 1990 to 1999. The trend continued in the
2000 with countries like Malaysia, Jordan, Jamaica, Chile, Saudi Arabia,
Thailand, and Philippines accounting for the rise in stock market capitalization.

This trend is supported by the figure below. It could be deduced that after 2000



most markets saw an increase in Stock Market Capitalization (SMC) as shown

by markets sampled in this thesis.

Stock market capitaliization

= Argontina/indlo/Romanio - o h/ind ia/Saudi Arabia
=* Bolva/Jamalca/Slovak Ropubic = Botswana/Jordan/Slovonia

= Brazi/Xonyw/'South Africa = Bulgara/Malaysia/Sri Lanko

** Chile/Moxico/Thattand = China/Morocco/Tuntsla

= Colombia/MNigoria/Turkoy = Cosla Rica/PakistanAUruguay

= Czoch Ropublic/Ponoma/Vonozucks, RB - E Zimbabx

= Egyp!, Amb Rop./Poru = Ghaona/Philippinos

= Hungery/Potand

Figure 1 Stock Market Capitalization Trend by Market (1990 —2011)

Interestingly, countries cited as having high stock market capitalization
over the period under study recorded low average GDP. The trend shows an
inverse relationship between GDP and stock market capitalization which does

not conform to literature reviewed in this thesis and hence raises questions

which are worth researching.

Theories identify the two major factors of development, that is, human
capital and technology. According to the Director-General of UNESCO, Irina
Bokova, to achieve sustainable development, technology, political regulations
and financial incentives will not suffice — we need to change the way that we
think and act, as individuals and as societies. This can be realized through
educational reforms or increased access to education. There are basically two
reasons for expecting to find some link between education and the performance
of the stock market. The general reason is that it is intuitively plausible that

living standards have risen so much over the last millennium because of
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education. Progress of the sort enjoyed in Europe was not observed in the
iliterate societies that have gradually merged into the world economy over the
last two hundred years. To the most casual observer it must seem that there is a
link between scientific advance and the way in which education has facilitated
the development of knowledge. Education is needed for people to benefit from
scientific advance as well as to contribute to it. A well functioned economic
system with high literacy rate will perform better relation to growth in GDP. A
more specific reason is that, a wide range of econometric studies indicates that
the incomes individuals can command depend on their level of education. If
people with education earn more than those without, shouldn’t the same be true
of countries? If not the rate of change of output per hour worked, at least the
level of output per hour worked in a country ought to depend on the educational
attainment of the population. If spending on education delivers returns of some
sort, in much the same way as spending on fixed capital, then it is appropriate
to talk of investing in human capital, as the counterpart to investing in fixed
capital. Benhabib and Spiegel (1994) and Klenow and Rodriguez Clare (2006)
confirmed in their articles that highly educated professionals and workers are
functional to the creation and adoption of highly productive technologies that
are, in turn, a fundamental engine of growth. With education, emerging markets
could tap into potentially large amounts of financial wealth which exist outside
of the financial systems and improve on the liquidity of capital markets.
Theories of firm behavior, no matter how they differ in other respects,
almost invariably ignore the effect of the productive process itself on worker
productivity. This is not to say that no one recognizes that education affects

stock market performance; but the recognition has not been formalized,



incorporated into economic analysis, and its implications worked out. This is a
gap this thesis seeks to fill.

Human capital is one of production elements which can generate added-
values. The method to utilize human capital can be categorized into two types.
The first is to utilize ‘human as labor force’ in the classical economic
perspective. This meaning depicts that economic added-value is generated by
the input of labor force as other production factors such as financial capital,
land, machinery, and labor hours. Until the monumental stock market
performance of the 1980°s, most economists had highlighted the importance of
such quantitative labor force.

Improving financial literacy, in other words the educational levels of the
citizenry, contributes positively to the financial markets and the economy. From
the work of Volpe, Ronald; Kotel, Joseph; Chen, Haiyang, (2002) and OECD
(2005), financially educated investors help financial markets to operate
efficiently, as they take better trading decisions based on fundamental and or
technical analysis instead of acting irrationally. In addition, those people are in
better position to protect themselves from financial frauds.

Furthermore, financially educated customers demand more customized
products which increase competition between businesses, encourage
innovations, and improve products quality. Moreover, the increase in
households saving associated with high financial literacy, has positive impact
on investment level and financial markets liquidity, hence stock market
development. For emerging economies, financially educated consumers can

help ensure that the financial sector makes an effective contribution to stock

market performance and poverty reduction.



The average trend of SHS enrolment for markets sampled over the
research period has been on the increase as shown in the figure below. It is
expected that this increase SHS enrolment should result in increase in stock
market capitalization. As knowledge or literacy of the citizenry in an economy
increases, income also increases thereby making money available for
investment and hence improvement in the performance of the stock markets of
emerging markets. The increasing trend in SHS enrolment over the years could

explain the improvement of stock markets in emerging economies.
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Figure 2 Average Trend of SHS Enrolment

Emerging economies continue to grow faster than more advanced
countries. Non-OECD economies’ share in world GDP surpassed that of OECD
economies in 2010. Since its first edition in 2010, the annual perspectives on
global development have investigated the trends in “shifting wealth”, the
increasing economic weight of emerging economies in the world economy. This
has received a boost through the rise of China, which has also led to positive
spillover effects on emerging economies that supply China’s demand for
resource-based products and intermediates. However, even at their higher rates
of growth since 2000, the per capita incomes in emerging economies — including
many middle-income economies — will not reach the levels of developed
countries by 2050. Brazil, Russia, India, Indonesia, China, and South Aftica
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average growth rate fell from 6.3 percent to 5.3 percent. Going forward, their
average GDP is projected to grow by 4.7 percent a year until 2020. China will
continue to have the fastest growth among these countries. With the increasing
GDP of these emerging markets, our study expects stock market capitalization
in these economies also to increase.

Boosting stock market performance in emerging economies could stem
this trend, and this notion is the focus of this thesis. Over the past decade,
productivity growth in a number of middle-income economies was insufficient
to close the gap in productivity between emerging economies and advanced
countries. In Brazil, Mexico, and Turkey, the gap even widened. In contrast,
China’s record is impressive, with labour productivity in manufacturing and
services rising by 10 per cent, year on year. At the same time, this growth needs
to be inclusive so that a real convergence in living standards can take place.

Figure 2 below shows that institutional quality over years has being
improving for the markets sampled. Before 2002, almost all the 41 countries
sampled for this thesis were classified as having weak institutional quality. For
the period between 2002 and 2005, some countries were still having weak
institutional quality in regulatory quality, rule of law, and the control of
corruption, whiles voice and accountability, political stability, and good
governance had improved for most countries. For the period after 2005, almost
all the 41 countries sampled could be described as having on the average strong

institutional quality.
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Figure 3 Institutional Quality Trend (1996 —2011)

A well-functioning stock market plays a vital role in the modern
economy since it acts as a mediator between lenders and borrowers. It does this
through two important channels: boosting savings and allowing for a more
efficient allocation of resources. Economic theory suggests that stock prices
should reflect expectations about future corporate performance, and corporate
profits generally reflect the level of economic activities. If stock prices
accurately reflect the underlying fundamentals, then the stock prices should be
employed as leading indicators of future economic activities, and not the other
way around. Therefore, the causal relations and dynamic interactions among
macroeconomic variables and stock prices are important in the formulation of
the nation’s macroeconomic policy. Macroeconomic variables such as Money
Supply have effects on stock prices. The efficient market hypothesis suggests
that competition among the profit-maximizing investors in an efficient market
will ensure that all the relevant information currently known about changes in
macroeconomic variables are fully reflected in current stock prices, so that
investors will not be able to earn abnormal profits through prediction of the

future stock market movements (Chong and Koh (2003)).



According to intuitive financial theory, various macroeconomic
variables affect stock market behavior (Maysami and Koh 2000). The existing
literature provides a number of theories illustrating the link between stock
market behavior and macroeconomic variables. The effect of macroeconomic
variables on the stock market behaviour is a well-established theory in financial
economics literature. However, more studies are focused on the developed
countries such as the US, UK and Japan [see e.g. Fama (1981) and Chen (1991)
for the US; Hamao (1988) for Japan; and Poon and Taylor (1992) for the UK]
than our study present the case of emerging economies as provided by our study.

The work of Garcia and Liu (1999) established that macroeconomic
volatility does not affect stock market performance, while Maku and Atanda
(2010) revealed that the stock market performance in Nigeria is mainly affected
by macro-economic forces in the long-run. Ting, H. L., Feng, S. C., Weng, T.
W., and Lee, W. K., (2012) established that Kuala Lumpur Composite Index is
consistently influenced by interest rate, Money Supply and Consumer Price
Index in the short run and long-run in Malaysia. Mehwish (2013) recognized a
negative relationship between real interest rate and stock market performance
in Pakistan. Consumer Price Index and Interest Rate have significant impact on
the stock market performance in Bangladesh, according to the findings of Jahur
et al. (2014).

A regression analysis conducted by Aduda, Masila, and Onsongo (2012)
reported that there is no relationship between stock market development and
Macro-economic stability - inflation and private capital flows. Also, Songole
(2012) established that market interest rate, Consumer Price Index and

exchange rate have a negative relationship with stock return. Ochieng and



Adhiambo (2012) established that 91 — day T-bill rate has a negative
relationship with the NASI, while inflation has a weak positive relationship with
the NASI. Kimani and Mutuku (2013) showed that there is a negative

relationship between inflation and stock market performance.

Statement of the Problem

There is no advanced economy that has achieved a remarkable economic
development without the establishment and the development of capital markets.
Thus, an emerging economy, which aspires to emulate the achievements of
advanced economies must establish and develop its capital markets. Financial
development’s association with economic growth remained an important area
of discussion since last many decades. Levine (2001) states that a well-
functioning stock markets are expected to influence growth through increased
capital accumulation and by influencing the efficiency of capital allocation. In
a market economy, the role of the capital market is very important. Goldsmith
(1969) states that financial superstructure of an economy accelerates economic
growth and improves economic performance to the extent that it facilitates the
migration of funds to the place in the economic system where the funds will
yield the highest social return. As far back in the 60s capital markets were shown
to offer tremendous potential to economic growth by tapping not only into
domestic financial resources, but also into international financial markets. They
provide liquidity to investors and make funds available for the undertaking of
long-term projects also influence significantly the quality of investment
decisions. Economic growth, driven by market forces, has become the main
economic pursuit of modern states and emerging markets. It is regarded as one

of the ultimate economic measure of countries competitiveness and economic
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performance. Capital markets are viewed as the sine qua non for economic
development. The usefulness of capital markets is pretty much established.
Literature reviewed show that remarkable economic development chalked
advance economies has been as result of the development of capital market.
Hence, an emerging economy, which seeks to emulate the achievements of
advance economies must establish and develop its capital markets. During the
last two decades, many emerging markets have opened their domestic stock
markets to foreign investors, but equity markets in some countries remain
largely closed to foreign participation. Permitting foreigners is one way of
obtaining access to international equity capital.

There has been a considerable development in the stock market since the
early 1990s. Prior to 1989, there were just few stock markets in the economies
sampled for this thesis. The strengthening in emerging market growth since the
late 1990s is very pronounced, as exactly expected. Not only have the growth
rates of the developed world fallen relative to the emerging economies since the
late 1990s, but they have actually fallen in absolute terms as well. It is believed
that a large part of the decline in western growth has been due to the collapse of
the financial sector in 2008. This means that investment capital is being taken
out of developed economies and injected into emerging market economies.

The growing sophistication of financial markets means consumers are
not just choosing between interest rates on two different bank loans or savings
plans, but are rather being offered a variety of complex financial instruments
for borrowing and saving, with a large range of options. At the same time, the

responsibility and risk for financial decisions that will have a major impact on
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an individual’s future life, notably pensions, are being shifted increasingly to

workers and away from government and employers.

The level of financial literacy is very high for emerging economies
relative to developed economies. Individuals will not be able to choose the right
savings or investments for themselves, and may be at risk of fraud, if they are
not financially literate. But if individuals do become financially educated, they
will be more likely to save and to challenge financial service providers to
develop products that truly respond to their needs, and that should have positive
effects on both investment levels and economic growth. Individuals are
increasingly being asked to take on sole responsibility for complex savings tasks
which were previously at least shared with governments or employers. But how
can individual workers or parents be expected to weigh the risks and make
responsible choices in an ever more sophisticated financial market?

Financial education can complement, but can never replace, other
aspects of successful financial policy such as consumer protection and the
regulation of financial institutions. There has being no research in an attempt to
explain the current performance of stock markets in emerging economies in
relation to  institutional quality, education and macroeconomic variables that
have seen remarkable improvement for emerging economies over the sampling
period of this thesis 1996 to 2011. The study argues that weak institutional
quality exacerbates fiscal and macroeconomic instability and ceteris paribus

negatively impacts upon stock market development.
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This thesis seeks to fill the gap of severe data limitations on the link
between education and stock market performance. As Goh (1979) states, a
nation’s wealth in the 21st century will depend on the capacity of its people to
learn. The study also contributes to the debate on the effect of institutional
quality and also macroeconomic variables on stock market capitalization of
emerging economies which the study believes has received very little attention
from researchers. In contrast to our study, many researchers like Harvey, Solnik
and Zhou (2002) and Fama and French (1989) have based their analysis on
business cycle variables or stock market valuation measures such as the term
spread or default spread for the former category or dividend yield or earnings
yield for the latter. Barro and Xavier Sala-i-Martin (1995), Sala-i-Martin (1997)
and others concluded that the relationship between schooling and growth is too
weak to plausibly explain more than one-third of the observed relation between
schooling and growth. Another important consideration, however, is that part of
the relation between schooling and growth may reflect omitted factors that are
related both to schooling rates. Identifying the nature and importance of any
such factors is a subject for further study.

Another motivation is that the role of capital markets in stimulating
economic progress is less debatable as there are well established theoretical
frameworks for aprori expectations to be in the affirmative. However, there are
considerable debates about the findings and empirical evidence across countries
and the arguments are quite inconclusive and with mixed results. For instance
Kraay, (1998) and Rodrick, (1998) found that capital market does not affect

growth, while Levine (2001), Bekaert et al. (2003) and others stood their ground

that the effect is positive.
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ii.

iii.

Singh (1999) has argued that the capital market might face serious
challenges in emerging economies and may not perform efficiently and that it
may not be feasible for such economies to promote capital markets given the
huge costs and the poor financial structures. These problems are magnified in
emerging economies with their weaker regulatory institutions and greater
macroeconomic volatility. It is for this reasons this thesis is looking into the

determinants of stock market development in emerging economies.

Objectives

The main objective of this thesis is to establish the determinants of stock
market development in emerging economies. Other supporting objectives
are;
To examine the relationship between the Education which is proxy by SHS
yearly enrolment levels and GDP which measures economic growth on
stock market development of emerging economies,
To determine the effect of institutional quality such as control corruption,
voice and accountability, rule of law, government effectiveness, political
stability and regulatory quality on stock market development of emerging
countries. This is because strengthening of institutional quality broadens
appeal and confidence in stock market investment (Perotti and Van Oijen,
2001).
To examine the effect of the selected macro-economic (Consumer Price

Index and Money Supply) and GDP on stock market development in

emerging economies.
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Hypotheses

In view of the above objectives and the gap in literature concerning stock

market performance, education and institutional variables, this thesis tests the

following hypotheses below at 0.05 significance level;

ii.

iii.

Ho: There is no relationship between Education and stock market
performance of emerging economies.

Hi: There is a positive relationship between Education and stock market
performance of emerging economies.

Ho: There is no relationship between Strong Institutional factors such as
control of corruption, voice and accountability, rule of law, government
effectiveness, political stability and regulatory quality and stock market
performance of emerging economies.

H;: There is relationship between Strong Institutional factors such as
control of corruption (+), voice and accountability (+), rule of law (+),
government effectiveness (+), political stability (+) and regulatory
quality (+) and stock market performance of emerging economies.

Ho: There is no significant relationship between the designed
macroeconomic variables and stock market performance of emerging
countries. This hypothesis tests the relationship between Consumer
Price Index and Money Supply.

H;: There is significant relationship between the designed
macroeconomic variables and stock market performance of emerging
countries. This hypothesis tests the relationship between Consumer

Price Index (-) and Money Supply (+).

14



Significance of the Study

Stock market performance in a modern economy hinges on an efficient
financial sector that pools domestic savings and mobilizes foreign capital for
productive investments. Absent of an effective set of financial institutions,
productive projects will remain unexploited. Inefficient financial institutions
will have the effect of taxing productive investment and thus reducing the scope
for increasing the stock of equipment needed to compete globally. The effect is
to substantially cut growth from what would have been possible given
appropriate policies and market structures.

The study findings will be of great benefit in the formulation and
implementation of policies related to share pricing as well as regulating of stock
exchange trading. The government will also be informed on how to make
policies, rules and regulations regarding trading rules that will help protect
investors so as to encourage investments and spur stock market performance for
emerging economies.

The findings will also assist firms and individuals in understanding the
factors that affect share prices and they will be better informed on how to gauge
their investment options while banks and other financial institutions will be able
to offer better financial advice and products to investors who seek funding to
finance share purchases. In addition, scholars and researchers will find this
study useful if they wish to use the findings as a basis for current and further

research on the subject.
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Contribution

The contributions of this thesis are based on three perspectives;
operational, policy formulation, and then interventional guidance. Possible
beneficiaries are Securities Exchange Commission and other stakeholders like
the Ministers of finance and fund managers. The following are the operational
recommendations; the thesis redefines the equation of education into the stock
market development model. Also introducing a composite index of elements of
institutional quality into stock market development model. In the area of policy
formulation, the following are novelty worth noting by policymakers; adoption
of standards and transparent regulatory framework to resolve industrial
disputes, reducing illiteracy rate by increasing school enrolment, and then
broadening investor base to include more of foreigners and incentivizing and
encouraging the middle class to invest. Finally, it contributes to literature in the
following interventional guidance; institutional quality (+), education (+),
money supply (+) and consumer price index (-), each interacting with GDP as

important drivers for stock market development.

Organization of the Study

The rest of this thesis is organized as follows. Chapter two isa snapshort
of emerging economies in relation to macroeconomic variables, institutional
quality elements, and stock market development. Theoretical and empirical
literatures on stock market development are discussed in chapter three. Chapter
four discusses theoretical as well as the empirical models for this thesis. Chapter
5 to 7 discusses the relationship between education, institutional quality and
macroeconomic variables respectively. The final chapter covers conclusions,

summary of findings and recommendations.
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Limitation of Study

This thesis is a well thought out thorough work. Effort is taken to
reduce if not eliminate any limitations but there are still some
shortcomings.

First of all, the research covered the emerging economies.
However, but the selection of these economies was based on the
availability of existent data hence might not represent the case of
emerging economies. It is unavoidable that in this study, certain degree
of subjectivity can be found.

Second, the study is based on proxy literacy with senior high
school enrolment rate. Even though it is the most preferred proxy for
literacy it does not take into consideration informal education which is
also relevant for this thesis. The enrolment rate was also not computed by
the researcher hence it cannot vouch for reliability and accuracy. The
same holds for data on institutional quality. The study compared the data
with other data collected within the same time period of the study. The
same applies to data on institutional quality.

Time is the third limitation. Since this is an academic exercise
which has to be finished within a specified time it was difficult to search
for gaps in my data. To resolve the problem of data gaps our study
extrapolated. These extrapolations may not be the true values hence it can

affect the reliability of the result.
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CHAPTER TWO: STOCK MARKET OF EMERGING COUNTRIES

Introduction

This chapter covers historical information about African stock Market
development and also emerging stock markets at large. Description of emerging
economies in relation to macroeconomic variables and institutional quality

elements are also discussed.

African Capital Markets

There has been a considerable development in the African capital
markets since the early 1990s. Prior to 1989, there were just five stock markets
in sub-Saharan Africa and three in North Africa. Today there are 19 stock
exchanges ranging from starts ups like Uganda and Mozambique stock
exchanges to the Nigeria and Johannesburg stock exchanges. With the
exception of South Africa, most African stock markets doubled their market
capitalization between 1992 and 2002. Total market capitalization for African
markets increased from US$113,423 million to US$ 244,672 million between
1992 and 2002. The rapid development of stock markets in Africa does not
mean that even the most advanced African stock markets are mature. In most of
these stock markets, trading occurs in only a few stocks which account for a
considerable part of the total market capitalization. Beyond these actively traded
shares, there are serious informational and disclosure deficiencies for other
stocks. Further, supervision by regulatory authorities is often far from adequate.

The less developed of the stock markets suffer from a far wider range of such

deficits.
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Indicators of stock market development show that African markets are
small with few listed companies and low market capitalization. Egypt, Nigeria,
South Africa and Zimbabwe are the exceptions with listed companies of 792,
207, 403 and 79 respectively. The average number of listed companies on sub-
Saharan African markets excluding South Africa is 39 compared with 113, with
the inclusion of Egypt and South Africa. Market capitalization as a percentage
of GDP is as low as 1.4 in Uganda. The Johannesburg Securities Exchange in
South Africa has about 90% of the combined market capitalization of the entire
continent. Excluding South Africa and Zimbabwe the average market
capitalization is about 27% of GDP. This is in contrast with other emerging
markets like Malaysia with a capitalization ratio of about 161%. African stock
markets suffer from the problem of low liquidity. Liquidity as measured by the
turnover ratio is as low as 0.02% in Swaziland compared with about 29% in
Mexico. Low liquidity means that it will be harder to support a local market
with its own trading system, market analysis, brokers, and the like because the
business volume would simply be too low. Despite the problems of small size
and low liquidity, African stock markets continue to perform remarkably well
in terms of return on investment. The Ghana Stock Exchange was adjudged the
world’s best-performing market at the end of 2004 with a year return of 144%
in US dollar terms compared with 30% return by Morgan Stanley Capital
International Global Index (Databank Group, 2004). Within the continent itself
five other bourses—Uganda, Kenya, Egypt, Mauritius and Nigeria apart from

Ghana—were amongst the best performers in the year.
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Stock Market Development in Emerging Markets

Emerging markets possess some general characteristics, which
distinguish them from the established developed markets. Commonly emerging
cconomies demonstrate a relatively high economic growth on average in
comparison to developed markets. Among other economic attributes of
emerging markets is high dependence on a particular industry or sector, which
makes emerging economies vulnerable to adverse macroeconomic movements.
Due to traditional dependence on a particular industry, developing economies
usually demonstrate poor or average level of industrialization, and poorly
developed infrastructure. In most developing countries the market structure is
characterized by an oligopolistic and cartelized banking System (Cho, 1986).
Emerging markets have been growing at phenomenal speed for the last two
decades. Their total market capitalization grew from US$145 billion at the end
of 1980 to US$6.,000 billion in 2005 (Brodie-Smith, 2005). For some individual
markets the growth was astonishingly remarkable: between 1980 and 1992
stock market capitalization in Thailand rose by 4,731%, while in South Korea
it rose by 3,829% during the same period (Kassimatis and Spirou, 1999). The
stock market development was also accompanied by the sharp increase in the
number of securities, traded on these stock markets. The phenomenal
development of stock markets in developing countries was backed by good
prospects of economic growth in these countries, reflected in GDP growth. For
instance, the annual average growth of the East Asian countries in the period
1985-2003 was 5.1% and in Latin America 2.9%. In the OECD countries the
annual average real GDP growth in the same period was 2.6%. Divehi, Drachm

and Stefek (1992) define an emerging market as one which has the following
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characteristics: securities, which are traded in a public market, high economic
growth, being of interest to global institutional investors, and having a reliable
source of data. However, they are also characterized by high dependence on a
particular industry or sector, poor or average level of industrialization and
poorly developed infrastructure. The equity markets development in these
countries can be seen as a result of market liberalization policies, which led to
the opening up of the markets, providing a wider access. An emerging market
is defined by the World Bank as a country with low or lower/upper middle
income based on the estimation of a country's gross national income (GN1).
Economies are divided according 2004 GNI per capita, calculated using the
World Bank Atlas method, as follows: low income - US$825 or less; lower
middle income - US$826-US$3,255; upper middle income - US$3,256-
US$10,065. Another factor, which has contributed to the emerging markets
development, is their increased attractiveness due to perceived potential benefits
in international portfolio diversification by foreign investors. Both of these
factors and more or less steady economic growth have contributed to the rapid
development of the emerging equity markets. However, during the past two
decades emerging markets have also experienced several severe financial and
economic shocks, which have slowed down the economic growth in these
countries, lowered average equity market returns, and increased market
volatility (Bekaert, 1999).

A considerable number of researchers agree with the fact that the
emerging stock markets possess specific characteristics, which are different
from those of the developed markets. Among these characteristics the following

are the most common: high volatility (Bekaert and Harvey, 2003); low
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correlation with developed markets and among the emerging markets (Bekaert
and Harvey, 2003); weak relation to market fundamentals (Hargis, Maloney,
1997), non-normality of the equity returns (Harvey, 1995a;); High volatility;
Non-normality of the equity returns This means that larger stocks, which make
up a huge proportion of the overall market capitalization, dominate these
markets. Divecha, Drach and Stefek (1992) argue that because large stocks
dominate the overall market return, there are not many opportunities for
diversification. Their results also show some anomalies: for instance, Pakistan,
Jordan, Colombia, Nigeria, and Zimbabwe display relatively low risk over the
sample period, which mostly reflect the lack of liquidity in these markets rather
than genuine volatilities. Chuhan (1992) argues that one of the characteristics
of emerging markets is poor liquidity, which stops foreign investors from
investing in those markets. Using the zero return measure as a proxy for
illiquidity, Bekaert, Harvey and Lundblad (2003) found a strong association
between higher illiquidity and higher expected returns. Although they did not
find a great effect of liberalization on the relation between illiquidity and
expected returns, they argue that the effect of illiquidity on expected returns is
larger in the post-liberalization period.

Along with a small number of listed companies and market participants
as the main characteristic of the emerging markets Hargis (2000) mentions the
lack of developed local pension and mutual funds and the limited float of closely
held companies. Hargis (2000) argues that a limited number of companies and
market participants reduce the risk sharing opportunities and liquidity of the
stock market, which inhibits its development. Another major problem in

emerging countries, which is linked to a small number of market participants,
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is a shortage of savings relative to investment needs (Bekaert and Harvey,

2003). Divecha, Drach and Stefek (1992) find that stock returns in the emerging
markets tend to be more homogeneous than in developed markets implying that
unlike the developed markets, which tend to have forces that affect diverse
sectors of the economy differently, the emerging markets tend to have a strong
market-related force that affects all stocks within a market, which accentuates
its volatility. Keane (1993) argues that the emerging equity markets are
characterized by high total risk and low systematic risk. By contrast, Errunza
(1994) describes emerging markets as possessing high domestic systematic risk.
It is argued that a large part of the total risk in emerging markets is constituted
by country risk or political risk, while Keana (1993) insists on the above average

risk in emerging markets.

Descriptive Statistics of Emerging Stock Market Sampled

To understand the economic importance of the stock market in our
sample of 41 countries, the study examines the stock market capitalization ratio.
The choice of countries and times series data for this thesis rests on the
availability of data. Data for this thesis are from Worldwide Governance
indicators, World Development Indicator (WDI) and Global Finance and
Development (GFD). The stock market capitalization ratio is defined as the
value of domestic equities traded on the stock market relative to GDP. As can
be observed from Appendix 1, stock market development indicators exhibit a
considerable variability across countries, according to the stock market
capitalization ratio. The top ten countries in terms of mean stock market
capitalization for the period under review are South Africa, Malaysia, Jamaica,

Jordan, Chile, Zimbabwe, Saudi Arabia, Thailand, Philippines and India in that
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order. The countries with the lowest stock market capitalization are Ecuador,
Slovak Republic, Bangladesh, Paraguay and the least, Uruguay. As can be seen,
stock market development in terms of total value trade as percentage of GDP,
South Africa moved from the first to third position with Saudi Arabia occupying
the first position, from our sample. Stock market capitalization has very little to
do with the size of a country. China, which has the largest economy by far
among these countries, has a smaller average market capitalization than Hong
Kong over the period. South Africa and Taiwan approach China in terms of
stock market capitalization despite vastly smaller population and GDP. Again
even though Nigeria has a larger economy than Ghana, Ghana is ahead of
Nigeria in terms of stock market capitalization as a measure of development of
the capital market.

A National Bureau of Economic Research (NBER) Working Paper in
April 2013 on Financial Development in 205 Economies, 1960 to 2010, has
gathered substantial evidence that financial institutions (such as banks and
insurance companies) and financial markets (including stock markets, bond
markets, and derivative markets) exert a powerful influence on stock market
development, poverty alleviation, and economic stability. Stock market
development has been central to the domestic financial liberalization programs
of most emerging markets. Apart from their role in domestic financial
liberalization, the stock markets have also been very important in recent years
as a major channel for foreign capital flows to emerging economies. Net equity
flows to the emerging markets have grown over the years, providing an
important source of capital for development. The share of foreign direct

investment and portfolio equity in the finance mix of many developing countries
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has grown in recent years. Equity flows accounted for 80 percent of total

external financing to developing nations during 19992003, compared with just
60 percent during 1993-98 (Global Development Finance, 2005). Cross-border
capital flows, which include lending, foreign direct investment and purchases
of equity and bonds, rose to a peak of $11.8 trillion in 2007, primarily due to
the acceleration in interbank lending with a smaller share being the flow of
funds to real economy borrowers. According to a McKinsey Global Institute
(MG]) study, as of 2012, cross-border capital flows had declined by 61 percent
from the 2007 peak to $4.6 trillion. Most of this reduction was in intra-European
flows, thus raising the share of global capital flows to emerging economies to
32 percent in 2012 ($1.5 trillion) from 5 percent in 2000. Capital flows out of
developing countries rose to $1.8 trillion in 2012.

Development of stock markets in emerging markets does not imply that
even the most advanced emerging stock markets are mature. Trading occurs in
only a few stocks which account for a considerable part of the total market
capitalization. Beyond these actively traded shares, there are serious
informational and disclosure deficiencies for other stocks. There are serious
weaknesses in the transparency of transactions on these markets. The less
developed of the stock markets suffer from a far wider range of such deficits.
Compared with the highly organized and properly regulated stock market
activity in the US and the UK, most emerging markets do not have such a well-
functioning market. Not only are there inadequate government regulation,
private information gathering and dissemination firms as found in more
developed stock markets are inadequate. Moreover, young firms in emerging

stock markets do not have a long enough track record to form a reputation. As

25




a result, one expects share prices in emerging markets to be arbitrary and
volatile (Tirole, 1991). Empirical evidence indicates that share prices in
emerging markets are considerably more volatile than in advanced markets.

Despite this volatility, large corporations have made considerable use of
the stock market. For example, the Indian stock market has more than 8,000
listed firms, one of the highest in the World. Looking at the corporate financing
pattern in emerging markets it was found that contrary to expectation, emerging
market corporations rely heavily on external finance and new equity issues to
finance long term investment, and the stock markets have been successful in
providing considerable funds.

Market liquidity is one of the measures of stock market development.
Market Liquidity is ability for investors to buy and sell shares. The study
measures the activity of the stock market using total value traded as a share of
GDP, which gives the value of stock transactions relative to the size of the
economy. According to the work of Levine and Zervos (1998) this measure is
used to gauge market liquidity. This is because it measures trading relative to
economic activity. Of the 41 countries Pakistan, Saudi Arabia, Bangladesh,
Turkey and India turn out to be countries with liquidity as shown in figure 4
below. The liquidity in these countries was recorded around the late 90°s and
the early part of 2000 was the time most of these countries undertook successful

financial liberalization.

26



Jpeto B “Bia fotswera bl Rk e

- (oot CastaRea Coch Repudic fody Egy, AbRep G Hegay
o] ————— —— \A/\'\.— — ,._,.\/-’\ — M
o] Inbrsa msia Jadn Kema -] Mo
b
o Homero e [ " Pergay Ry Pigres
==
|
. M i N ~—————— —
. Fod - Skl SR T e © gtk Silwa |

T
5 0 W6 A

.+ Todand e o Ty s CwmsR e

500

WWM___N

it et
o

0 T T T v T ) T ¢ L) v T ¥ L] v Ll L) T T T 1 T T
o5 N0 ;S A0 K B0 [E XY S A0 A5 W R BN WG WO WS 2N A5 A %5 W 205 M

Graph by Country year

Figure 4 Annual percentage changes of Turnover (1996-2011)

27



The Consumer Price Index for the emerging economies sampled
for this thesis has been increasing over the period under investigation.
Morocco, Panama, Peru and Tunisia are countries with relatively stable
growth rate of Consumer Price Index. Countries with relatively high
growth rate were Venezuela, Romania, Ghana, Nigeria and Turkey. The
trend for consumer price indices for emerging economies sampled for

this thesis are as shown in figure 5 below.
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Economies with high volatility in their policy rate were
Thailand, Slovenia, South Africa, Malaysia, Slovenia and Panama.

Other countries recorded relatively stable trend for the period under

study.
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The growth rate of total value traded over the period was relatively

stable for all countries with the exception of Saudi Arabia, Turkey, Jordan, and

India. The relatively low growth rate could be attributed to macroeconomic

instability in these countries.
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from other continents. Stock market capitalization a measure of stock market
development had being relatively stable for emerging African economies
sampled for this thesis. The proxy for this measure is stock market capitalization
relative to GDP in percentage terms. South Africa and Zimbabwe are the only
African economies sampled that have stock market capitalization making more
than 50% of their GDP as shown figure 8. All the other African countries

sampled were below 50% of their GDP.
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Source: WDI & FDI, 2012
Figure 8 Emerging Economies in Africa

The market capitalization of emerging stock markets rose from
$604 billion to $3,074 billion for the period 1990 to 1999. The trend
continued in the 2000 with countries like Malaysia, Jordan, Jamaica,
Chile, Saudi Arabia, Thailand, and Philippines accounting for the rise in
stock market capitalization as portrayed in figure 9 below. In terms of
stock market capitalization most of the economies sampled are making

less than 50% of GDP.
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Source: WDI & FDI, 2012
Figure 9 Emerging Economies excluding Africa

With the African economies sampled economies with high stock market
capitalization it is only South Africa, Morocco, and Egypt. Botswana with GDP
like South Africa in percentage terms is cited as having low stock market
capitalization and Zimbabwe with high stock market capitalization cited with

low GDP as shown in figure 10 below.
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Source: WDI & FDI, 2012
Figure 10 Emerging Economies in Africa (GDP)

In the case emerging economies outside Africa, countries cited with high
stock market capitalization are cited in figure 11 below with relatively not high
GDP. Slovenia with low stock market capitalization is cited here as the country

with the highest GDP so is Czech Republic.
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Voice and accountability

The dimension of voice and accountability covers those issues of the
degree of citizen participation in government and in the policy making process.
Accountability can be used synonymously with such concepts as responsibility,
answerability, blameworthiness, liability, and other terms associated with the
expectation of account-giving. It may be divided into various types such as
moral, administrative, political, managerial, market, legal, constituency, and
professional accountability (Jabbra and Dwivedi, 1989). To enhance the quality
of this indicator, civil liberties in terms of the freedom of speech, assembly,
demonstration, religion, and equal opportunity should be not only properly and
systematically secured, but also significantly improved. Also the political rights
in terms of free and fair elections, representative legislative, free vote, political
parties, no dominant group, respects for minorities should appropriately be
secured, and the military involvement in politics and the inclusiveness and

patronage practice should not be exercised.
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In order for people’s voices to be heard properly and in a timely fashion
into the governing body and be accountable, news media should be able to
publish or broadcast stories of their choosing without fear of censorship or
retaliation. People should not be imprisoned because of their ethnicity, race, or
their political, religious beliefs as well. The transparency of public action in the
economic field and governmental policy such as fiscal, taxation, monetary, and
exchange-rate should be systemized in the governance structure as well as the
fare and competition-based award of public procurement contracts, and
delegation of public service must be in orderly arrangement. Countries with
higher scores of WGI have scores of positive 2.5 while those in lower scores

have under negative 2.5.
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Figure 12 Voice and Accountability Average index (1996-2011)

Figure 12 above shows the mean value voice and accountability for the
various countries sampled for this thesis. From figure 12 slightly about 50% of
emerging countries sampled have good voice and accountability. Slovenia came
out as the country with good voice and accountability with Saudi Arabia
recorded as the country with worse voice and accountability. For African

countries in the sampled South Africa, Botswana and Ghana came out with good

voice and accountability index.
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Political Stability and Absence of Violence (PV)

This indicator addresses those factors which undermine political
stability such as conflicts of ethnic, religious, and regional nature, violent
actions by underground political organizations, violent social conflicts, and
external public security. Also included are assessments of fractionalization of
the political spectrum and the power of these factions, fractionalization by
language, ethnic or religious groups and the power of these factions and
restrictive measures required to retain power. Societal conflict involving
demonstrations, strikes, and street violence are also considered in this indicator,
as well as the military coup risk. Major insurgency and rebellion, political
terrorism, political assassination, major urban riots, armed conflict, and state of
emergency or martial law are also major determinants of this indicator.

Internal conflict like political violence and its influence on governance
is assessed in this measure and external conflict measure is also employed to
assess both the risk to the incumbent government and to inward investment.
Government stability is measured for the government’s ability to carry out its
declared programs, and its ability to stay in office. Ethnic tensions component
measures the degree of tension within a country attributable to racial, national,
or language divisions.

Figure 13 below shows that 34% of emerging countries sampled have
good political stability index with 66% having bad political stability record.
Slovenia and Botswana are the two emerging countries with the highest
recorded of good political stability and Pakistan, Colombia and Nigeria had the

worst record for political stability respectively. Ghana and South Affica also

had bad political stability record.
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Figure 13 Political Stability Average index (1996-2011)

Government Effectiveness (GE)

Government effectiveness measures the quality of public services and

policy formulation and implementation, and thus indicates the credibility of the

government's commitment to such policies. Government effectiveness covers

an even wider range of measures such as government citizen relations, quality

of the supply of public goods and services, and capacity of the political

authorities. The negative aspects of this measure include government instability

with significant personnel turnover rate, government ineffectiveness with low

personnel quality, institutional failure which deteriorates government capacity

to cope with national problems as a result of institutional rigidity which affect

stock market performance. It also includes the low level of global e-government,

and low quality of bureaucracy with excessive bureaucracy or red tape. Most of

all among others, the quality of bureaucracy plays a critical role in improving

government effectiveness. It is determined by the measures of institutional

strength and quality of the civil service, and assessed by how much strength and

expertise bureaucrats have and how able they are to manage political

alternations without drastic interruptions in policy changes. The better the
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Average for the period

bureaucracy the quicker decisions are made and the more easily foreign

investors can go about their business.
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Figure 14 Government Effectiveness Average index (1996-2011)

Figure 14 above also show that 46% of emerging countries sampled for
this thesis have positive government effectiveness. Chile and Malaysia have the
highest positive value with Zimbabwe and Nigeria having the highest absolute

negative value.

Regulatory Quality (RQ)

The regulatory quality indicator of WGI defines the capacity for
government to formulate and implement sound policies and regulations that
permit and promote private sector development. It covers the concept of
business start-up formalities set by government, the difference between
government-regulated administrative prices and self-controlled market prices,
the ease of market entry for new firms, and the competition regulation
arrangements between or among businesses. It also includes the issues of export
and import regulations, restrictions on ownership of business and equity by non-
residents, unfair competitive practices, price controls, discriminatory tariffs,
excessive protections, government regulations on stock exchange or capital

markets, and foreign investment. A distorted tax system, heavy import barriers,
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Rule of Law (RL)

Different people may have different interpretations about the exact

meaning of rule of law due to the philosophical nature of the term. For example,

in the legal profession, rule of law is an independent, impartial judiciary; the

presumption of innocence; the right to a fair and public trial without undue

delay; a rational and proportionate approach to punishment; a strong and

independent legal profession; strict protection of confidential communications

between lawyer and client; equality of all before the law; these are all

fundamental principles of the Rule of Law (IBA, 2009).
Nevertheless, in Asian traditional and cultural contexts, the rule of law

is a governmental principle that many Asians hesitate to embrace since people

seem to view good governance as rule by leaders who are benevolent and

virtuous. One study indicates that throughout East Asia, only South Korea,

Japan, and Hong Kong have societies that are robustly committed to a law

bound state (Chu, et al., 2008: 31-32), whereas the rule of law in Thailand,

Cambodia, and most of Asia is weak or nonexistent (Thi, 2008). The term ‘rule

of law’ in WGI defines the extent to which agents have confidence in and abide

by the rules of society, and in particular the quality of contract enforcement,

property rights, the police, and the courts, as well as the likelihood of crime and

violence. To be more specific, it covers such topics as the respect for law in
relations between citizens and the administration, the security of persons and
goods, organized criminal activity, the importance of the informal economy, the
importance of tax evasion in the formal sector, and the importance of customs

evasion. Also the running of the justice system, the security of traditional

property rights and contracts between private agents, the degree of
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Average for the period

governmental respect for contracts, the settlement of economic disputes, and
arrangements for the protection of intellectual property. Not only the
arrangement of system, but also the enforceability of government or private
contracts is considered as well. Also included are direct financial fraud, money
laundering and organized crime, losses and costs of crime, kidnapping of
foreigners, the fairness and speediness of the judicial process,
confiscation/expropriation, nationalization/expropriation, ~common and
organized crime imposes costs on business, quality of police, the independence
of the judiciary from political influences of members of government, citizens or
firms, the insufficient legal framework to challenge the legality of government
actions, and the degree of the threat that businesses face from crime such as
kidnapping, extortion, street violence, burglary, etc. Of the total sample 44% of
the emerging market countries sampled were tagged with practicing rule of law
whiles the rest had bad records in relation to rule of law as depicted in fig 13

below. Once again Chile and Slovenia were on top whiles Zimbabwe and

Venezuela were at the tale of end of countries with bad record on rule of law.

2 e

~ Source: WDI & FDI, 2012
Figure 16 Rule of Law Average index (1996-2011)
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Control of Corruption (CC)

The word ‘corruption’ has many different meanings. The most
frequently used concept among others is the concept of political corruption
which means the abuse of public power, office, or resources by government
officials or employees for personal gain, e.g. by extortion, soliciting or offering
bribes (Chinhamo and Shumba, 2007). More simply put, Transparency
International (TI) defines corruption as "the abuse of entrusted power for private
gain". (Transparency International, 2007). WGI defines corruption as the extent
to which public power is exercised for private gain, including both petty and
grand forms of corruption, as well as capture of the state by elites and private
interests. The control of corruption indicator is decided by the frequency of
corruption, cronyism, government efforts to tackle corruption, and the internal
causes of political risk and mentality including xenophobia, nationalism,
corruption, nepotism, and willingness to compromise. It covers indirect
diversion of funds and losses and costs of corruption. Government efforts to
tackle corruption and public trust in financial honesty of politicians are another
source of the indicator. The frequencies for firms to make extra payments
connected to import/export permits, public utilities, awarding of public
contracts, and getting favourable judicial decisions are measures of WGI as
well. It also measures corruption within the political system, which distorts the
economic and financial environment, reduces the efficiency of government and
business by enabling people to assume positions of power through patronage
rather than ability, and introduces an inherent instability in the political system.

The corruption involvement of elected leaders such as parliamentarians or local
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Average for the period

A5 e e o e

councilors, judges and magistrates, government officials, border and tax
officials, and other public figures are included in this indicator as well.

26% of emerging countries sampled were tagged as having good record
on control of corruption. Brazil and Tunisia were neutral in relations to whether
good or bad. As Chile, Uruguay, Slovenia and Botswana are ranked high in
terms of good policies to control of corruption; Zimbabwe, Paraguay and
Nigeria were rank high for poor control of corruption as shown in figure 17

below.
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Source: WDI & FDI, 2012
Figure 17 Control of Corruption Average index (1996-2011)

Institutional Quality

This is a composite index computed by row average of component of
institutional quality computed by the researcher. The data used to compute the
composite index is from World Development Indicator (WDI). Figure 18 below
shows how good an emerging economy is term of institutional quality. A value
of 2.5 means very good and negative 2.5 means bad institutional quality. Of the
emerging economies sampled for this thesis 39% of them on the average are
classified as having good institutional quality with the remaining 71% having

bad institutional quality. Out of 39% countries like Chile, Slovenia, Hurgary,
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Average for the period

Czech Republic, Uruguay and Botswana came on the top respectively in relation
to good institutional quality. Zimbabwe, Nigeria, Venezuela, Pakistan and
Bangladesh were also identified as emerging countries with bad institutional

quality as depicted in the diagram below.
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Source: WDI & FDI, 2012
Figure 18 Institutional Quality Average index (1996-2011)

Conclusion

Emerging markets are sought by investors for the prospect of high
returns, as they often experience faster economic growth as measured by GDP.
Investments in emerging markets come with much greater risk due to political
instability, domestic infrastructure problems, currency volatility and limited
equity opportunities. The stock markets in emerging markets have seen
considerable development since the early 1990s.

Research on emerging equity markets has suggested a number of
empirical regularities: high volatility, low correlations with developed markets
and within the emerging markets, high long-horizon returns, and predictability
above and beyond what is found in developed market returns. It is also well-
known that emerging markets are more likely to experience shocks induced by

regulatory changes, exchange rate devaluations, and political crises.
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CHAPTER THREE: REVIEW OF RELATED LITERATURE
Introduction
This chapter covers two main areas. The first part presents the
theoretical literature on education and investment, political institutions and
investment, macroeconomic stability factors and investment and finally stock
volatility and investment. The second part is empirical literature on relationship

between Education, institutional quality, and macroeconomic variables.

Theoretical Literature
Ability of Individuals and Investment

Human capital is one of production elements which can generate added-
values through inputting it. Until the monumental stock market performance of
the 1980’s, most of economists had supported the importance of such
quantitative labor force to create products. The other is based on the assumption
that the investment of physical capital may show the same effectiveness with
that of human capital on education and training (Little, 2003). The latter being
more important, human capital expansively includes the meaning of ‘human as
creator’ who frames knowledge, skills, competency, and experience originated
by continuously connecting between ‘self” and ‘environment’.

Economists in the 1950’s discovered that the investment of human
capital is more effective than that of physical capital (Woodhall, 2001).
Throughout the investment of human capital, an individual’s acquired
knowledge and skills can easily transfer to certain goods and services (Romer,
1990). Considering that accumulation of knowledge and skills takes charge of
important role for that of human capital, there is a widespread belief that
learning is the core factor to increase the human capital. In other words, learning
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obtained throughout educational activities such as compulsory education,
postsecondary education, and vocational education (De la Fuente & Ciccone,
(2002)). Despite the extension of that concept, this perspective neglects that
human being would acquire knowledge and skills throughout his/her own
experience.

The third is closely linked to the production-oriented perspective of
human capital. Romer (1990) refers to the human capital as ‘a fundamental
source of economic productivity’. Rosen (1999) states the human capital as ‘an
investment that people make in themselves to increase their productivity’. More
recently, Frank & Bemanke (2007) define that human capital is ‘an amalgam of
factors such as education, experience, training, intelligence, energy, work
habits, trustworthiness, and initiative that affect the value of a worker's marginal
product’. Considering the production-oriented perspective, the human capital is
‘the stock of skills and knowledge embodied in the ability to perform labor so
as to produce economic value’ (Sheffin, 2003). Furthermore, some researchers
define that human capital is ‘the knowledge, skills, competencies and attributes
in individuals that facilitate the creation of personal, social and economic well-
being’ with the social perspective (Rodriguez & Loomis, 2007).

Consequently, human capital simultaneously includes both of the
instrumental concept to produce certain values and the ‘endogenous’ meaning
to self-generate it. In order to dependently/independently create these values,
there is no doubt that leaning through education and training can be an important
in terms of defining the concept of human capital. Considering that experience

can be included as a category of knowledge, the human capital is a synonym of

knowledge embedded in individuals.
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It is also believed that an individual is more likely to participate in the
stock market when a higher fraction of individuals in the local community are
stock market investors. In the same vain our study establishes that an individual
is more likely to participate in the stock market when a higher fraction of
individuals in the local community are educated. Guiso, Sapienza, and Zingales
(2004) show that individuals who live or were born in areas with higher levels
of social capital are more likely to invest in stocks.

There is a concern in the literature with what might be called “social”
rates of return that include true social benefits, or externalities. Efforts to make
such estimates are numerous, but the estimates vary widely. The earnings of
educated individuals do not reflect the external benefits that affect society as a
whole but are not captured by the individual. Such benefits are known as
externalities or spillover benefits, since they spill over to other members of the
community. They are often hard to identify and even harder to measure. In the
case of education, some have succeeded in identifying positive externalities but
few have been able to quantify them. If one could include externalities, then
social rates of return may well be higher than private rates of return to education.
A recent review by Venniker (2001) finds that empirical evidence is scarce and
inconclusive, providing some support for human capital externalities, but not
very strong. These studies estimate externalities in the form of individual’s
human capital enhancing the productivity of other factors of production through
channels that are not internalized by the individual (similar to Lucas’ (1988)
theory). As Venniker (2001) states, evidence is not unambiguous. In fact, some

estimates give negative values, while others give very high estimates.
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Conventional Measurement Method of Human Capital

The conventional standard to measure human capital stock has been
largely categorized into three parts: Output, Cost, and Income-based approach.
School enrollment rates, scholastic attainments, adult literacy, and average
years of schooling are the examples of output-based approach.

For the purpose of analyzing relationship between human capital and
stock market performance, some economists attempted to measure the stock of
human capital utilizing ‘school enrollment rates’ as a proxy of human capital
(Barro, 1991; Barro & Lee, 1993). Throughout calculating the ratio between
individuals of school age and students enrolling in the educational institutions,
the economists show the stock of human capital that each country holds.
However, the method includes a drawback that a student’s effectiveness can be
recognized after participating in production activities.

In the perspective of educational attainment, Nehru, Swanson, & Dubey
(1993) attempted to measure relationship between human capital and students’
‘accumulated years of schooling’ in the employable age as educational
attainment. Assuming that the stock of human capital is the sum of each
individual’s years of schooling; it is difficult to clearly demonstrate this
relationship, because educational attainment is a part of regular education.

Besides measuring the stock of human capital with school enrollment
rates and educational attainment, Romer (1990) suggested the ratio between
skilled-adults and total adults to measure the stock of human capital in the
national economy.

Organization for Economic Cooperation and Development (OECD)

utilizes International Adult Literacy Survey (IALS), the ratio between literate
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adults and total adults, to measure the stock of human capital. However, the
method of IALS includes a few drawbacks in that literacy can be slightly related
to labor productivity, and the productivity can be increased by informal/non-
formal learning activities such as personal learning and On-the-Job training.

Finally, Psacharopoulos & Arriagada (1986) suggested the average
years of schooling to measure the stock of human capital. They refer that the
average years of schooling is meaningful to measure the stock of human capital
as a proxy. This suggestion assumes that an individual’s productivity is
increased in proportion to his/her average years of schooling; they exemplify
that someone’s productivity with completing twelve years of schooling is
twelve times compared to otherwise productivity with doing one years. As
mentioned above, this method includes a drawback that an individual’s years of
schooling can be slightly related to his/her productivity.

To measure the Education in this thesis the study utilized the ratio
secondary school enrolment to population. This is believed to cover qualitative
benefits of human capital. This suggests that as the ratio increases the
individual’s ability to invest increases thereby increasing the probability of the

stock market performing.

Institutional Quality and Investment

The view that better institutions lead to greater financial development
and better economic performance is powerfully captured by Adam Smith in The
Wealth of Nations. This view receives support from a number of recent
empirical studies, including those by Knack and Keeffer (1995) and Acemoglu,
Johnson and Robinson (2001 and 2002). Smith (1976) relates the differences in

investment rates (hence, the differences in growth rates) to the extent to which
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the ‘rule of law’ and property rights exist. In all economies where there is
tolerable security, every man of common understanding will endeavour to
employ whatever stock he can command in procuring either present enjoyment
or future profit.

Neo-classical economics has ignored these early insights for a long time
as it strived to explain stock market performance by reference to a technical
production function that includes two factors of production (capital and labour)
and utility functions that depict the levels of utility associated with different
input choices. Once the wider institutional context is assumed away in this
manner, it was relatively straightforward to demonstrate that resource allocation
would be Pareto-optimal if there was perfect competition. In addition, any
Pareto-optimal resource allocation that is technically feasible can be achieved
by establishing free markets. The problem with this institution-free view of the
world has always been that it cannot explain why different non-market
institutions coexist with markets, how market and non-market institutions
interact, and whether different rates of growth performance may be related to
differences in institutional characteristics of national economies.

Another, but potentially more significant, problem with the neo-classical
view is that the reduction of economic activity toa technical production function
is not compatible with their ‘background’ assumptions concerning the existence
of property rights and conclusion of contracts with a degree of confidence
(Rodrik, 2000). If the existing definition of property rights is not credible due
to the existence of a highly intrusive or excessively weak state, or if contract
enforceability is low due to low judicial quality, the technically-feasible

outcomes may remain socially-unfeasible.
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Moreover, the technical view of economic development is not
compatible with the persistence of the development gap between the least-
developed and developed economies. Given that scarcity leads to higher rates
of return on capital in the least-developed economies, the latter should have
been able to attract capital, increase output and catch up with their developed
counterparts. True, policy failures or perverse policies may inhibit the flow of
foreign capital and the accumulation of domestic capital, leading to slower
growth. Such policy failures, however, beg the following question: why should
such sub-optimal policies persist in under-developed economies? In other
words, why are less developed economies caught in a ‘vicious circle’ of ‘wrong’
policies and low growth whereas developed economies enjoy a ‘virtuous circle’
of ‘right’ policies and high growth rates?

The general preoccupation with mathematically tractable hypotheses
was such that works guided by an institutional perspective remained largely
excluded from mainstream publication outlets. An exception the study could
identify was an article published by Charles Wolf Jr. (1955). That paper he
argued that the absence of the ‘right institutions’ might be a more significant
determinant of low capital formation compared to the shortage of savings. What
is meant by ‘right institutions’ is that kind of institutions *... which permit or
stimulate, rather than impede, the adoption of new techniques and the formation
of productive capital’. In other words, institutions may contribute to stock
market performance not only by encouraging the adoption of new technologies,
but also by accelerating the rate at which capital is combined with labour —i.e.,
by increasing the rate of investment. In terms of causation, Wolf Jr. suggests

that institutions stimulate or impede stock market performance rather than the
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other way round. Specifically, institutions affect stock market performance
through their effects on: (i) the economic agents’ calculation of costs and
benefits; (ii) the predictability and probability of economic relationships; (iii)
knowledge of economic opportunities; and (iv) motivations and values. This
specification is in line with the “institutions as rules of the game’ approach,
which focuses on how institutions shape the incentive structure faced by
economic actors.

The deficiency of an institutional viewpoint sustained to characterize the
mainstream economics until mid-1980s, when Kormendi and Meguire (1985)
and Scully (1988) came up with two pioneering papers that explored the effect
of institutions on cross-country growth and investment. Rodrik (2000) indicated
that the liberalization reforms of the 1980s and 1990s demonstrated that
economic actors in both developed and developing economies were sensitive to
price signals. Price signals would be conducive to increased national welfare
only if there were institutions ensuring predictable property rights, curbing the
worst forms of corruption and corporate abuse, ameliorating moral hazard
problems, mitigating risks, and managing social or political conflicts.

Institutional quality can be categorized into; Property rights institutions
(norms and rules that confer and guarantee control on the returns to the assets
invested or values produced), Regulatory institutions (correspond to norms,
rules and regulations that can prevent or mitigate market failures and agency
problems) Institutions for macroeconomic stabilization (institutions that could
reduce macroeconomic instability either by minimizing the incidence of policy-
induced macroeconomic volatility or by increasing the resilience of the

economy to adverse external shocks).
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Institutional quality effect on economic performance can also be
classified into two market-creating effect (capture the extent to which existing
institutions encourage/support the emergence) and growth of markets (where
economic actors can engage in mutually beneficial economic activities).

Linking this to the financial market a growing body of theoretical and
empirical work identifies the ability of a country’s institutional quality as one
of the key explanations for the persistent disparity in financial market
development and economic performance across countries.

Indeed, Williamson (1995) has been among the earliest groups of
researchers highlighting the vital role of institutions and good governance in
shaping countries’ path of success. Since these breakthroughs, several applied
researchers have investigated into the ways and means institutions or their
functionality could hinder the economic progress of an economy.

Institutional quality is important for stock market development because
efficient and accountable institutions tend broaden appeal and confidence in
equity investment. Equity investment thus becomes gradually more attractive
as political risk is resolved over time. Therefore, the development of good
quality institutions can affect the attractiveness of equity investment and lead to
stock market development. Good institutions quality such as law and order,
democratic accountability, bureaucratic quality are important determinants of
stock market development in Africa because they reduce political risk and
enhance the viability of external finance. Bekaert (1995) provides evidence that
higher levels of political risk are related to higher degrees of market
segmentation and consequently low level of stock market development. Erb et

al (1996a) show that expected returns are related to the magnitude of political
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risk. They find that in both developing and developed countries, the lower the
level of political risk, the lower is required returns. The evidence in the literature
suggests that political risk is a priced factor for which investors are rewarded
and that it strongly affects the local cost of equity, which may have important
implications for stock market development.

The view that better institutions lead to greater financial development
and better economic performance is powerfully captured by Adam Smith in The
Wealth of Nations: Commerce and manufactures can seldom flourish long in
any state which does not enjoy a regular administration of justice, in which
people do not feel themselves secure in the possession of their property, in
which the faith of contracts is not supported by law, and in which the authority
of the state is not supposed to be regularly employed in enforcing the payments
of debts from all those who are able to pay. Commerce and manufactures, in
short, can seldom flourish in any state in which there is not a certain degree of
confidence in the justice of government.

The discovery that relative prices matter a lot, and that therefore neo-
classical economic analysis has much to contribute to development policy, led
for a while to what was perhaps an excessive focus on relative prices. Price
reforms were the rallying cry of the reformers of the 1980s, along with
macroeconomic stability and privatization. By the 1990s, the shortcomings of
the focus on price reform were increasingly evident. The encounter between
neo-classical economics and developing societies served to reveal the
institutional underpinnings of market economies. A clearly delineated system
of property rights, a regulatory apparatus curbing the worst forms of fraud, anti-

competitive behavior, and moral hazard, a moderately cohesive society
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exhibiting trust and social cooperation, social and political institutions that
mitigate risk and manage social conflicts, the rule of law and clean government-
these are social arrangements that economists usually take for granted, but
which are conspicuous by their absence in poor countries. Hence it became clear
that incentives would not work or generate perverse results in the absence of
adequate institutions. The broader point that markets need to be supported by
non-market institutions in order to perform well took a while to sink in. Three
sets of disparate developments conspired to put institutions squarely on the
agenda of reformers. One of these was the dismal failure in Russia of price
reform and privatization in the absence of a supportive legal, regulatory, and
political apparatus. A second is the lingering dissatisfaction with market-
oriented reforms in Latin America and the growing realization that these
reforms have paid too little attention to mechanisms of social insurance and to
safety nets. The third and most recent is the Asian financial crisis which has
shown that allowing financial liberalization to run ahead of financial regulation
is an invitation to disaster.

The question before policy makers therefore is no longer "do institutions
matter?”" but "which institutions matter and how does one acquire them?
Following Lin and Nugent (1995), it is useful to think of institutions broadly as
"a set of humanly devised behavioral rules that govern and shape the
interactions of human beings, in part by helping them to form expectations of

what other people will do.
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Macroeconomic Variables and Stock Market Development

The existing literature provides a number of theories illustrating the link
between stock market behavior and economic activity as proxied by different
macroeconomic variables. Among these theories are the efficient market
hypothesis (EMH) and asset pricing theory.

The basic idea underlying the EMH developed by Fama (1965, 1970) is
that asset prices promptly reflect all available information such that abnormal
profits cannot be produced regardless of the investment strategies utilized.
Formally, the EMH can be explained using the following equation:

D =M
The left side represents a set of relevant information available to the investors,
at time “t”. The right side is the set of information used to price assets, at time
«t”, The equivalence of these two sides implies that the EMH is true, and the
market is efficient. Fama (1970) distinguished between three forms of market
efficiency based upon the level of information used by the market: weak form,
semi-strong, and strong form market efficiency.

From an economic standpoint, an efficient stock market will assist with
the efficient allocation of economic resources. For instance, if the shares of a
financially poor company are not priced correctly, new savings will not be used
within the financially poor industry. In the world of the EMH, the level of asset
price fluctuations, or volatility, fairly reflects underlying economic
fundamentals. Along these lines, our study argues that policymaker’s
interventions may disrupt the market, and cause it to be inefficient. In the
literature, the three forms of the EMH are usually used as guidelines rather than

strict facts (Fama, 1991). Also, most empirical studies have examined the EMH
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in its weak or semi-strong forms, partly because the strong form is difficult to
measure, and there is a high cost associated with acquiring private information.

The EMH implies that stock market prices fully and rationally
incorporate all relevant information. Thus, past information is useless in
predicting future asset prices. For that reason, only new, relevant information is
used to explain stock market movements (Fama, 1965).

The theory of asset pricing, in general, demonstrates how assets are
priced given the associated risks. The Arbitrage Price Theory (APT) suggested
by Ross (1976) has been an influential form of asset price theory. APT is a
general form of Sharpe’s (1964) capital asset price model (CAPM). While the
CAPM suggests that asset prices or expected returns are driven by a single
common factor, the APT advocates that they are driven by multiple
macroeconomic factors. Mathematically APT can be expressed as:

Ri: = rl + Bixe + &

Where R; ;the return of the stock i at time t is, rif is the risk free interest
rate or the expected return at time t. X¢ is a vector of the predetermined
economic factors or the systematic risks while B; measures the sensitivity of the
stock to each economic factor included in X;. &, the error term, represents
unsystematic risk or the premium for risk associated with assets that cannot be
diversified.

Ross (1976) shows that there is an approximate relationship between the
expected returns and the estimated 8 in the first step provided that the no
arbitrage condition is satisfied, i.e., the expected return increases as investors

accept more risk, assuming all assets in the market are priced competitively.
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Interestingly, APT does not specify the type or the number of macroeconomic
factors for researchers to include in their study. For example, although Ross, et
al. (1986) examined the effect of four factors including inflation, gross national
product (GNP), investor confidence, and the shifts in the yield curve, they
suggested that the APT should not be limited to these factors. Therefore, there
is a large body of empirical studies that have included a large number of
different macroeconomic factors, depending on the stock market they studied.
In this study, four macroeconomic and one stock market variable will be
included to examine their effect on stock market capitalization. Also, analysts
face the challenge of identifying factors that play a significant role in explaining
fluctuations of individual stock markets. Even though analysts can predetermine
some economic factors, their selection must be based upon reasonable theory
(Chen et al., 1986).

Asset pricing theory such as the arbitrage price theory (APT), and the
Present Value Model (PVM), illustrates the dynamic relationship between the
stock market and economic activities (Ross, 1976, and Semmler, 2006). In the
last three decades, numerous empirical studies have examined the dynamic
relationships between stock market behavior and economic activity, particularly
for developed stock markets such as the U.S., United Kingdom (UK), Germany,
and Japan; examples of pioneer studies are Fama (1981, 1990), Geske and Roll
(1983), and Chen, Roll, and Ross (1986). Related studies are different in terms
of their hypotheses and the methods used. Several studies investigated the
predictive power of stock returns for real economic activity. These studies stress
the issues of market efficiency, or the existence of the efficient market

hypothesis. A large body of research focuses on the integration of stock markets
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across economies. Other previous studies have examined the short and long run
relationship between stock prices or returns and some macroeconomic and
financial variables such as inflation, interest rate, output, etc. Within this group
of studies, some studies seek to examine local and international economic
factors that affect stock prices or returns, while others examine factors that
determine stock return volatility (Semmler, 2006). Some other explores the role
of monetary policy in responding to or altering the stock market (Sellin, 2001).

Based on the ‘intuitive financial theory’ (Maysami and Koh, 2000,
Gjerde and Szttem, 1999), our study hypothesize that macroeconomic variables

such as Money Supply M2, inflation and policy rate affect stock market

behavior.

McKinnon-Shaw (1973) criticized the dominant neo-classical monetary
theories and the Keynesian counter arguments. The neo-classical monetary
growth models postulate that high-positive interest rate have a direct impact on
savings and investment. Within this school of thought, money is regarded as a
substitute for physical assets and productive investments. Keynesian
economists on the other hand McKinnon-Shaw argue that low-interest rate
increases investment, income and eventually savings. McKinnon-Shaw (1973)
advances an argument in favor of a complementary relationship between
financial and physical assets as opposed to the substitutability theory by the
neoclassical in a critique of the Keynesian theory. Paddy (1992) contends that
macroeconomic and fiscal environment is one of the building blocks which
determine the success or otherwise of securities market. Conducive
macroeconomic environment promotes the profitability of business which

propels them to a stage where they can access securities for sustained growth.
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much in the same way as interest rate. Agenor (2000) captures these views by
stating that interest rate, high inflation, large fiscal deficits and real exchange
rate over-valuation are often key symptoms of macroeconomic instability which
constraints private sector investment and savings and thereby results in

inefficient allocation of resources on the exchange thereby affecting its

performance.

Empirical Literature
Education and Stock Market Development

The evidence comes from a few studies. The cross-country regressions
take the log of GDP per capita explained by average schooling and additional
control variables. The micro studies refer to individual log wage explained by
individual years of schooling, average years of schooling in a relevant
geographical area, and additional control variables. The social returns equal the
sum of the two schooling coefficients. Heckman and Klenow (1997) estimate
the externality by comparing the schooling coefficient from cross-country
regressions with those from cross-individual regressions. When they take into
account differences in technology, social returns become similar to private
returns. Rauch (1993) looks at the effect of average education on workers’
wages and finds significant externalities. However, average and own education
may be highly correlated. Acemoglu and Angrist (2000) correct for this by using
instrumental variables. A few studies in Africa have focused on estimating
external benefits of education in agriculture using the education of neighboring
farmers. A one year rise in the average secondary schooling of neighboring
farmers is associated with a 4.3 percent rise in output compared to a 2.8 percent

effect of own farmer primary education in Uganda (Appleton and Balihuta
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1996, reported in Appleton 2000). Another study finds 56 percent and 2 percent

figures for Ethiopia, but seems rather too high (Weir 1999, reported in Appleton
2000). The results overall are inconclusive.

A classic study on return to education was provided by Mincer (1974).
He looked at individual earnings as a function of years of education and also
other factors such as age and experience. He found that for white males not
working on farms, an extra year of education raised the earnings of an individual
by about 7%. The introduction of a quadratic effect in schooling and a cross-
product term between education and experience suggested a more complicated
pattern of returns but pointed to the early stages of education being more
valuable than the later stages.

Psacharopoulos (1994) provides an international survey of rates of
return to education. The figures cover seventy-eight countries. They show
returns to secondary education ranging from 42% p.a. in Botswana to only 3.3%
p.a. in the former Yugoslavia and 2% p.a. in Yemen. The largest return for
secondary education was 47.6% p.a. in Zimbabwe, falling to only 2.3% in the
former Yugoslavia. The range for tertiary education was somewhat narrower,
between -4.3% p.a. in Zimbabwe and 24% p.a. in Yemen.

Van Rooij et al (2011) also believe that individuals with high financial
literacy are found to be more likely to invest in the stock market because
financial knowledge lowers the costs of gathering and processing information
and reduces barriers to investing in the stock market. A reason for the positive
correlation between literacy and wealth accumulation might be that
knowledgeable individuals take advantage of the equity premium on stock

investments.

62



Standard models of portfolio choice typically assume that fully informed
investors make rational asset allocation decisions to maximize lifetime utility.
As noted by Ellison and Fudenberg (1995), however, “economic agents must
often make decisions without knowing the costs and benefits of the possible
choices” and thus often “rely on whatever information they have obtained via
causal word-of-mouth communication.”

Mankiw et al (1992) assume that there are two types of labour, educate
and uneducated. They defined the educated labour as the proportion of the
labour force with secondary education. In the work of Maddison (1991) he
established that high levels of GDP per capita are associated with high levels of
Education some thirty years earlier. That is the effect of education on the
economy can be seen after thirty years.

It is believed that an individual is more likely to participate in the stock
market when a higher fraction of individuals in the local community are stock
market investors. In the same vain our study establishes that individual is more
likely to participate in the stock market when a higher fraction of individuals in
the local community are educated. Guiso, Sapienza, and Zingales (2004) show
that individuals who live or were born in areas with higher levels of social
capital are more likely to invest in stocks.

Financial knowledge is believed lowers the costs of gathering and
processing information and reduces barriers to investing in the stock market.
Individuals with high financial literacy are found to be more likely to invest in
the stock market (Van Rooij et al., (2011)). A reason for the positive correlation
between literacy and wealth accumulation might be that knowledgeable

individuals take advantage of the equity premium on stock investments.
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Standard models of portfolio choice typically assume that fully informed
investors make rational asset allocation decisions to maximize lifetime utility.
As noted by Ellison and Fudenberg (1995), however, “economic agents must
often make decisions without knowing the costs and benefits of the possible
choices” and thus often “rely on whatever information they have obtained via

causal word-of-mouth communication.”

Institutional Quality and Stock Market Development

The view that better institutions lead to greater financial development
and better economic performance is powerfully captured by Adam Smith in The
Wealth of Nations. This view receives support from a number of recent
empirical studies, including those by Knack and Keeffer (1995), Hall and Jones
(1999), Acemoglu, Johnson and Robinson (2001), and La Porta et al. (1998). In
addition, Rodrik, Subramanian and Trebbi (2002) present evidence that, not
only do high quality institutions contribute to economic development,
institutions are, in fact, the key determinant of economic development. In
particular, once institutions are accounted for, the role of geography and trade
in promoting economic development are negligible.

Gani and Ngassam (2008) examine the links between institutional
factors and stock market development in a sample of eight Asian countries with
developing as well as mature stock markets. The results obtained provide strong
evidence that stock market performance, diffusion of technology, rule of law
and political stability positively aid Asia's stock market expansion. On the other
hand, poor regulatory quality and government effectiveness seem to be working
against Asia's stock market development. The results support the proposition
that institutional quality is an integral part of enhancing the development of
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stock markets in a country hence institutional quality matters for stock market

development.

Analysis of the factors determining stock market performance by
Butkiewicz and Yanikkaya (2004) has found that country-specific
characteristics have important effects on growth performance. Their evidence
suggests that maintenance of institutional variables appear to improve growth
performance. These results are especially relevant for developing nations.

Critics of securities market, however, argue that markets characterized
by weak institutional control mechanisms may jeopardize investor wealth
(Khanna, 2009; La Porta et al., 1998; 1997), more so for foreign investors
(World Bank, 2005) who are likely to dispose their shares at discount prices.
This phenomenon is more pervasive in developing economies because they are
characterized by weak regulatory institutions and poor systems of corporate
governance (Hearn and Piesse, 2010).

Numerous recent studies on transition economies have emphasized the
relevance of law, judicial efficiency and the regulatory framework. See e.g.
Pistor (1999, 2000), Coffee (1999), Hooper, (2009) and La. Porta et al. (1997,
1999).

Empirical evidence suggests that better legal protection of outside
shareholders is associated with easier access to external funds in the form of
either equity or debt (La. Porta et al. (1997)), higher valuation of listed firms
(La. Porta et al. (2002)), and lower private benefits of control (Zingales, 1994;
Nenova, 1999). Moreover, it has been shown that the enforcement of law and

regulations has much higher explanatory power for the level of equity and credit
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market development than the quality of the law on the books. See Pistor et al.

(2000) and Coffee (1999).

Knack and Keefer (1995) combine the ‘institutions as rules of the game’
and ‘institutions as governance quality’ perspectives. They examine the impact
of two institutional quality indices on economic performance. The index
corresponding to the “institutions as rules of the game’ perspective includes
indicators such as contract enforceability, risk of nationalization, rule of law,
etc. The index corresponding to the ‘institutions as governance quality’
perspective is based on indicators such as bureaucratic quality, corruption,
bureaucratic delays, etc. The authors report that institutions protecting property
rights are significant predictors of stock market performance.

In a subsequent study, Knack and Keefer (1997a) focus on indicators of
‘institutions as rules of the game’ — namely on trust and civic cooperation
norms. The authors test for the impact of differences in trust and civic
cooperation norms on investment/GDP ratios and GDP per capita growth. They
find that both trust and civic cooperation are positively associated with per
capita GDP growth rates. The study corrects for endogeneity by using ethnic
cleavage and the number of law students as instrumental variables — i.e., as
institutional proxies that are less likely to be influenced by the level of
development itself. They find out that trust remains a significant predictor of
growth. The authors report similar results for the impact of institutions on
investment/GDP ratios.

In a similar study, Knack and Keefer (1997b) examine the impact of
institutions on a developing economy’s ability to catch up with developed

economies. They find that institutional indicators such as rule of law,
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pervasiveness of corruption, the risk of contract repudiation, etc. have
significant effect on a country’s ability to catch up. The authors conduct
robustness tests and report that institutional factors remain significant
determinants of convergence.

Kaufmann, D., A. Kraay and P. Zoido-Lopaton, (1999) also adopt an
‘institutions as governance quality’ perspective. They use six clusters of
institutional quality indicators and examine their effect on development
outcomes that include GDP per head, infant mortality and adult literacy. The
authors report a strong relationship between governance quality and
development outcomes. Their results hold irrespective whether OECD countries
are included in or excluded from the sample.

Ades and di Tella (1996), evaluates the empirical literature on the
connection between corruption and investment. Majority of the work reviewed
leads to two unequivocal conclusions: (i) corruption and judicial system quality
are associated positively; and (ii) higher levels of corruption are associated with
lower investment levels.

Clague etal (1997a) combined institutional indicators that cut across the
two types of institutions — i.e., institutions as rules of the game and institution
as governance quality. Their institutional quality indicator is a composite index
consisting of 5 ICRG variables, 4 BERI variables and a contract intensity
measure defined as contract-intensive money, measured as the ratio of the non-
currency money to the money stock (M2). The authors conduct multivariate
tests and report that all institutional measures have positive and statistically
significant impacts on investment and output growth. Other variables the

authors controlled other relevant variables are initial income levels, human
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capital accumulation, and the relative price of investment goods. The results
remain the same irrespective of whether the sample consists of all countries for
which data is available or only less developed countries.

Rodrik (2000) in his work addressed a different issue that arises both
political economy of policy design and the institutional approach to economic
performance. His findings suggest that some economic performance indicators
are positively related to democracy.

Edison (2003) found that institutions have a statistically significant
influence on economic performance, substantially increasing the level of per
capita GDP. These findings hold whether institutional quality is measured by
broad-based indicators (such as an aggregate of various perceptions of public
sector governance) or by more specific measures (for example, the extent of
property rights protection or application of the rule of law). The findings are
also consistent for all measures of institutions. Given the dominance of
institutional factors in explaining economic performance, is there a role for
policies? The results show that there is.

These results suggest that economic outcomes could be substantially
improved if developing countries strengthened the quality of their institutions.
In other words the results indicate that institutions have a strong and significant
impact on per capita GDP growth. This impact may partly reflect the role of
institutions in enhancing the sustainability of policies. On average, improving
institutional quality by one standard deviation would lead to an increase of 1.4

percentage points in average annual growth in per capita GDP.
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Macroeconomic Variable and Stock Market Development

It is often argued that stock prices are determined by some fundamental
macroeconomic variables such as the interest rate, and the CPI. Fama (1981)
highlights that there exists a significant relationship between stock returns and
other macroeconomic variables; namely inflation, national, output and
industrial production. Stock market-output nexus has also been extensively
studied (Habibullah and Baharumshah, 1996; Habibullah et al, 1999). These
results indicate that there exists a long run relationship between stock returns
and output. The levels of real economic activity, Money Supply M2, will likely
influence stock prices through its impact on corporate profitability in the same
direction. Shiller (1989) argues that changes in stock prices reflect changes in
investor’s expectations about future values of certain economic variables that
affect directly the pricing of equities.

The link between Capital market development and interest rate has in
recent time been an issue among researchers (Ologunde, Elumilade and Asaolu
(2006), Anthony Kyereboah-Coleman and Kwame F. Agyire-Tettey (2008)). It
is asserted that the financial structure of a firm, that is, the blend of debt and
equity financing, changes as economies develop. It moves towards equity
financing through the stock market. If the rate of interest paid by banks to
depositors is increased, investors will patronize the banks the more and fewer
investors will invest on the capital market. This will lead to a decrease in capital
investment in the economy. Hence, stock market performance and development
will be lowered, because the allocation of capital resources plays a crucial role

in the determination of the rate of the nation’s output.
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Osei (2006) investigates both the long run and the short run associations
between the Ghana stock market and macroeconomic variables. The paper
establishes that there is cointegration between the macroeconomic variables and
Ghana stock market. The results of the short run dynamic analysis and the
evidence of cointegration mean that there are both short run and long run
relationships between the macroeconomic variables and the index. In terms of
Efficient Market Hypothesis (EMH), the study establishes that the Ghana stock
market is information ally inefficient particularly with respect to inflation,
treasury bill rate and world gold price.

Kuwornu and Owusu-Nantwi (2011) examined the relationship between
macroeconomic variables and stock market returns in Ghana using monthly
data. Macroeconomic variables used were Consumer Price Index (as a proxy for
inflation), crude oil price, exchange rate and 91day Treasury bill rate (as a proxy
for interest rate). Full Information Maximum Likelihood Estimation procedure
was used in establishing the relationship between macroeconomic variables and
stock market returns. The empirical findings reveal that Consumer Price Index
(inflation rate) had a positive significant effect, while exchange rate and
Treasury bill rate had negative significant influence on stock market returns. On
the other hand, crude oil prices do not appear to have any significant effect on
stock returns.

Eita (2012) investigates the macroeconomic determinants of stock
market prices in Namibia. Using VECM econometric methodology revealed
that Namibian stock market prices are chiefly determined by economic activity,
interest rates, Consumer Price Index and Money Supply. An increase in

economic activity and the Money Supply increases stock market prices, while
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increases in inflation and interest rates decrease stock prices. The results suggest

that equities are not a hedge against inflation in Namibia, and contractionary
monetary policy generally depresses stock prices.

Fama (1981) argues that expected inflation is negatively correlated with
anticipated real activity, which in turn is positively related to returns on the
stock market. Therefore, stock market returns should be negatively correlated
with expected inflation, which is often proxied by the short-term interest rate.
Kaul (1990) studied the relationship between expected inflation and the stock
market, which, according to the proxy hypothesis of Fama (1981) should be
negatively related since expected inflation is negatively correlated with
anticipated real activity, which in turn is positively related to returns on the
stock market.

Spyrou (2001) also studied the relationship between inflation and stock
returns but for the emerging economy of Greece. Consistent with Kaul (1990)
results, Spyrou (2001) found that inflation and stock returns are negatively
related, but only up to 1995 after which the relationship became insignificant.

Kyereboah-Coleman and Agyire-Tettey (2008) used cointegration and
the error correction model techniques to show how macroeconomic indicators
affect the performance of stock markets by using the Ghana Stock Exchange as
a case study. The findings of the study reveal that lending rates from deposit
money banks have an adverse effect on stock market performance and
particularly serve as major hindrance to business growth in Ghana. Again, while
inflation rate is found to have a negative effect on stock market performance,

the results indicate that it takes time for this to take effect due to the presence of
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a lag period; and that investor’s benefit from exchange-rate losses as a result of

domestic currency depreciation.

Chow et al (1993) using monthly data for the period 1977-1989 found
no relationship for monthly excess stock returns and real exchange rate returns.
When repeating the exercise, however, with longer than six months horizons

they found a positive relationship between a strong dollar and stock returns.

Stock Market Determinants

Many African Countries have invested in developing domestic capital
markets as institutions for mobilizing external capital inflow and domestic
savings. The development of domestic capital market provides opportunity for
greater funds mobilization, improved efficiency in resource allocation and
provision of relevant information for investment appraisal (Black, 1988). In the
view of Osaze (1985) the activity in every stock exchange is often an indicator
of economic performance and is measured by the movement and behavior of
stock prices. Wai and Patrick (1973) argue that capital markets have generally
not contributed positively to the economic development of those countries that
created the markets. However, Arowolo (1971), contends that capital market do
contribute to economic development. There are certain key indicators of capital
market development which are generally accepted in literature. These,
according to the International Finance Corporation (IFC) (1991), are the
standard quantitative indicators of stock market development: Net increase in
Market capitalization, Number of listed companies and Trading of shares in
value terms.

Based on the foregoing, the simple indicators of capital market

development are increased breadth as measured by new listing; increased size
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as measured by market capitalization and new issues; increased liquidity as

measured by value of traded securities; and increase activity as measured by All

Share Index.

Our study can also determine stock market development by looking at
the level of shareholder protection in publicly traded companies as stipulated in
securities or company laws (Shleifer and Vishny 1997) but the study
concentrated stock market capitalization. Stock market development is more
likely in countries with strong shareholder protection because investors do not
fear expropriation as much. In addition, ownership in such markets can be
relatively dispersed, which provides liquidity to the market, (La Porta et al
1999) provide evidence for the importance of minority rights protection by
using (De Santis and Imrohoroglu, 1997) report that emerging financial markets
exhibits a conditional probability of large price changes than developed stock
markets.

(La Porta et al 1997) find that countries with lower quality of legal rules
and law enforcement have smaller and narrower capital markets and that the
listed firms on their stock markets are characterized by more concentrated
ownership. (Demirguc-Kunt and Maksimovic, 1998) show that firms in
countries with high ratings for the effectiveness of their legal systems are able

to grow faster by relying more on external finance.
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Gaps in Research

After reviewing literature, our study found that there is lack of consistent
methodological rigor and standard statistical control for the conduct of the study
on the effect of macroeconomic variables on stock market performance. The
application of different methodologies in the analysis of macroeconomic
variables has been mainly the use of econometric models such as the GMM,
Fixed and Random effects, VECM, and APTs. The use of multiple regression
analysis has been very minimal and virtually absent in emerging markets. The
case of emerging markets is even more unique considering that various
methodologies have used econometric models instead of a multiple regression
approach which this dissertation seeks to address. The study is expected to fill
the gap in the current related literature and will make significant differences in
the response of the emerging stock markets performance to change in
macroeconomic variables such as inflation, exchange rate, and Money Supply
and GDP using panel data. Advanced economies have evidence of studies in
relation to macroeconomic indicators and intuitional quality (e.g., Fama and

French 1989; Jensen, Mercer, and Johnson 1996), but there is no established

evidence of whether these indicators strongly suggests an absolute impact on
stock market performance. The case of emerging stock markets is also
inconclusive. The study also established that there are fewer studies that
examine effect of institutional quality and education on stock market
performance in emerging market. In the light of these gaps, the study explored
the relationship between macroeconomic indicators, institutional quality and

education on stock market performance in emerging stock markets.
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Conclusion

The empirical finds reveal that there is a significant relationship between
stock market returns and macroeconomic variables and institutional quality. The
study concludes that education raises the growth rate by countries and hence the
performance of stock markets. The rate of catch-up depends positively on the
number of years of education, reflecting the view that a high level of education
makes it easier to absorb best-practice technology. It is also established that
there is a strong relationship between volatility and market performance and
that trading volume can be a proxy for information flow for individual stocks,
but not for the market indices. The reason for this is asynchronous information
arrivals for each firm listed in the index.

Empirical literatures by different authors also reveal that some authors have
established a positive relationship between various macro-economic variables and
stock market performance, while others have established otherwise. Studies
conducted both locally made different conclusions. While some authors established
a weak relationship, others found a strong relationship. Yet again, some authors

established relationships only in the long-run, while others established long-run and

short-run relationship.
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CHAPTER FOUR: RESEARCH METHODS

Introduction

This chapter discusses the methodology used to conduct the study. The
chapter explains the methods to be used to collect secondary data necessary for
the study. The chapter discusses the research design used, the target population
and data collection methods. Data analysis has also been discussed in detail with
the researcher explaining the model and statistical tools that will be used to
analyse the data. Accordingly, the data were obtained from Worldwide
Governance indicators (WGI), World Development Indicators (WDI),
Statistical Bulletin and other relevant publications. The data collected are for
the period 1996 to 2011 using panel data of 41 countries. The approach taken in
this thesis is to model the impact of educational, macroeconomic and

institutional factors on stock market development in emerging markets.

Theoretical Framework

In formulating a theory of investment behavior based on the neoclassical
theory of optimal capital accumulation, a great number of alternative versions
of the theory could be considered. Reduced to its barest essentials, the theory
requires only that capital accumulation be based on the objective of maximizing
the utility of a stream of consumption. This basic assumption may be combined
with any number of technological possibilities for production and economic
possibilities for transformation of the results of production into a stream of
consumption. In selecting among alternative formulations, a subsidiary
objective must be borne in mind. The resulting theory of capital accumulation

must include the principal econometric models of investment behavior as

76




specializations, but the theory need not encompass possibilities for the
explanation of investment behavior not employed in econometric work.
The essentials of a theory of optimal capital accumulation that meets this

basic objective are the following: The firm maximizes the utility of a

consumption stream subject to a production function relating the flow of output

to flows of labor and capital services. The firm supplies capital services to itself
through the acquisition of investment goods; the rate of change in the flow of
capital services is proportional to the rate of acquisition of investment goods

less the rate of replacement of previously acquired investment goods. The

results of the productive process are transformed into a stream of consumption
under a fixed set of prices for output, labor services, investment goods, and
consumption goods. These prices may be considered as current or "spot" prices
together with forward prices for each commodity or, alternatively, as current
and future prices together with a normalization factor, which may be identified
with current and future values of the rate of time discount or interest rate. Both
current and forward prices are taken as fixed by the firm. Alternatively, current
and future prices together with current and future values of the rate of interest
are taken as fixed. Under these conditions, the problem of maximizing utility
may be solved in two stages. First, a production plan may be chosen so as to
maximize the present value of the productive enterprise. Secondly, consumption
is allocated over time so as to maximize utility subject to the present value of

the firm.
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In human capital theory education is an investment of current resources
in exchange for future returns. The benchmark model for the development of
empirical estimation of the returns to education is the key relationship derived
by Mincer (1974).

The view that better secondary school education lead to greater financial
development and better economic performance is powerfully captured by Adam
Smith in The Wealth of Nations where he say that abundance or scantiness
supply, seems to depend on more skills, dexterity and judgment with which its
labour is generally applied. This view receives support from a number of
empirical studies, including those by Martin (1995) demonstrate the positive
relationship between education and stock market performance. Secondary
school education does not only contribute to economic development, but in fact,
a key determinant of economic development. In particular, once secondary
school education is accounted for, the role of geography and trade in promoting
economic development are negligible. The fundamental identification issue
here is that current secondary school education is likely to be endogenous,
because rich countries can afford good education.

Having identified an appropriate instrument, this thesis regress country
level measures of economic or financial performance on secondary school
education, appropriately instrumented. Since our study is concerned about stock
markets performance of emerging country our unit of analysis is stock markets
of emerging countries under consideration in this thesis. Our approach
complements the existing literature and also offers some additional insights into
how the secondary school education effects investment decisions. The study

addresses the endogeneity issue by examining individual country level data. A
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panel data of 41 countries were used to test the hypothesis. Our model builds on
work by Gary S. Becker (1964), Mincer (1974), Sherwin Rosen (1976) and

Calderon-Rossell (1990).

Theoretical Models
Individual’s Ability to Invest and Investment

The importance of knowledge as an input in the economy is discussed
already by Adam Smith in his Wealth of Nations (1776). The acquisition of
knowledge by education was by Smith assumed to be regulated by the same
mechanisms as the accumulation of material capital.

Several fundamental concepts lie at the root of saving and investment
decisions. Three such concepts are: (i) numeracy and capacity to do calculations
related to interest rates, such as compound interest; (ii) understanding of
inflation; and (iii) understanding of risk diversification. Translating these into
easily measured financial literacy metrics is difficult, but Lusardi and Mitchell
(2008, 2011a, 2011c) have designed a standard set of questions around these
ideas and implemented them in numerous surveys in the United States and
abroad. Four principles informed the design of these questions. The first is
Simplicity: the questions should measure knowledge of the building blocks
fundamental to decision making in an intertemporal setting. The second is
Relevance: the questions should relate to concepts pertinent to peoples’ day-to-
day financial decisions over the life cycle; moreover, they must capture general,
rather than context-specific, ideas. Third is Brevity: the number of questions
must be kept short to secure widespread adoption; and fourth is Capacity to
differentiate, meaning that questions should differentiate financial knowledge
to permit comparisons across people.
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Accordingly, it is important to understand knowledge of the stock
market, as well as differentiate between levels of financial knowledge.
Naturally, any given set of financial literacy measures can only proxy for what
individuals need to know to optimize behavior in intertemporal models of
financial decision making. Moreover, measurement error is a concern, as well
as the possibility that answers might not measure “true” financial knowledge.
These issues have implications for empirical work on financial literacy.

Theories of firm behavior almost invariably ignore the effect of
productive process itself on worker productivity, formally incorporate into
economic analysis. Many workers increase their productivity by learning new
skills and perfecting old ones while on the job. On the job training raises future
productivity but it must be noted that future productivity can be improved only
at a cost since this cost could have been used to produce current output if they
were not used in raising future output. Included in the cost is a value place on
the time and effort of trainees, the teaching provided by others, and the
equipment and materials used. By implication the amount spent and the duration
of the training period depends partly on the type of training.

Each employee is assumed to be hired for specified time period, and the
moment both product and labour markets are assumed to perfectly competitive.
If there were no on-the-job training, wage rates would be independent of its
actions. A profit maximizing firm would be in equilibrium when marginal
products equaled wages. In symbols

MP =W (1)

Where W = wages or expenditures

MP= marginal product or receipts.
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Firms would not worry too much about the relation between labour
conditions in the present and future partly because workers were only hired for
one period, and partly because wages and marginal products in the future
periods would be independent of a firm’s current behavior. It can therefore be
assumed that workers have unique marginal products and wages in each period,
which are respectively the maximum productivity in all possible uses and the
market wage rate. Equilibrium condition would be the set

MP, = W; (2)
Where t refers to the t% period. The equilibrium condition depends only on the
flows during that period. These conditions are altered when account is taken of
on the job training and the connection thereby created between present and
future receipts and expenditures. The set of equilibrium conditions summarized
in equation (2) would be replaced by equality between the present values of
receipts and expenditures. If E, and R, represent expenditures and receipts

during period t, and i the market discount rate, then the equilibrium condition

can be written as

n-1 n-1
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Where n represents the number of periods, and R; and E¢ depend on all other
receipts and expenditures. This is generalization of equation (2). If training were
given only during the initial period, expenditures during the initial period would
equal wages plus the outlay of training, expenditures during other periods would
equal wages alone, and receipts during all periods would equal marginal

products. Equation (3) becomes
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Where k measures the outlay on training. If a new term is defined,

G_nz-lMPt—Wt ;
'm 1+ )t ®)

Equation (4) can be written as
MP, + G = W, + k (6)

Since the term k measures the actual outlay on training it does not
entirely measures training costs. Excluded is the time that a person spends on
this training, time that could have been used to produce current output. The
difference between what could have been produced MP', and what is produce
MP, is the opportunity cost of the time spent in training. If C is defined as the
sum if opportunity costs and outlays on training, equation (6) becomes

MP',+G=W;+C @)

The term G is the excess of future receipts over future outlays, is a
measure of the return to the firm from providing training; and therefor, the
difference between G and C measures the difference between the return from,
and the cost of training. Equation (7) shows that marginal product would equal
wages in the initial period only when the return equals costs, or G=C; it would
be greater or less than wages as the return was smaller or greater than costs.

Firms would provide general training only if they did not have to pay
any of the costs. Persons receiving general training would be willing to pay this
cost since training raises their future wages hence the cost as well as the return

from general training would be borne by trainees, not by firms.
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Since wages and marginal products are raised by the same amount, MP;

must equal W, for allt=1,..cccceeennn n-1, and therefore
n-1
G _ Z Mpt - Wt _ 0
TLary @)

Equation (7) is reduce to
MP'y =W, +C (9)
Or
Wp = MP’; —C (10)
In terms of actual marginal products
MP, = W, +k 9"
Or
W, = MP, — k (109
According to equation (5) and (7) the equilibrium of a firm providing

training in competitive markets can be written as

n-1

MP’0+G=ZM=W0+C 11)
L a+t

Where C is the cost of training given only in the initial period, MP’, is
the opportunity marginal product of trainees, Wy is the wage paid to trainees
and W, and MP, are the wage and marginal product in period t.

Since MP’, measures the marginal product elsewhere and W would
measure the wage elsewhere of trainees, MP’, = W,. As a consequence G=C,
or in full equilibrium, the return from training equals costs.

It must be noted that the equality between wages and marginal product

in the initial period involves opportunity, not actual marginal product. The next

point is that even if wages equaled marginal product initially, they would be less
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in the future because the differences between future marginal products and
wages constitute the return to training and are collected by the firm.

If G is the present value of the return from training collected by firms,
the fundamental equation is

MP'+G=W+C (12)

If G’ measures the return collected by employees, the total return G,
would be the sum of G and G'. In full equilibrium the total return would equal
total costs, or G- = C. Let “a” represent the fraction of the total return collected
by firms. Since G = aG and G' = C, equation (12) can be written as

MP'+aC=W+C (13)

Or

W =MP' — (1 -a)C (14)

Employees pay the same fraction of costs, (1 — a) as they collect in
return, which generalizes the results obtained earlier. For if training were
completely general, a = 0, and equation (14) reduces to equation (10); if firms
collected all the return from training, a = 1, and equation (14) reduces to
MP', = Wy if0 <a< 1, none of the earlier equations are satisfactory.

In this thesis G is the measure of ability of individual to invest. This is so

because returns correlate positively with ability of individual to invest (E).

Institutional Quality and Investment

Institutions have two aggregate effects on stock market performance; a
market-creating effect and a market-deepening effect. The market-creating
effect captures the extent to which existing institutions encourage/support the
emergence and growth of markets where economic actors can engage in

mutually beneficial economic activities. The higher the institutional quality is,
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the lower are the transaction costs, the higher are the transaction volumes, and
the higher is the probability that economic actors will extend their activities into
new areas or sectors. The overall result is an expansion in the set of mutually
beneficial economic activities and an increase in stock market performance.
This result is underpinned by institutional quality that encourages
trust/cooperation, higher levels of contracting, and provides incentives for

investment in human as well as physical capital.

The market-deepening effect, on the other hand, refers to increased
efficiency of the existing markets in which economic actors interact and
conclude mutually-beneficial contracts. This effect is felt as a result of improved
public and private governance quality, which enables economic actors to secure
higher overall returns on a given volume of contracting. In other words, quality
institutions lead to higher levels of governance quality that is conducive to: (i)
reduced risks of coordination failures and agency problems; (ii) lower incidence
of externalities and market failures; and (iii) improved policy credibility and
reduced macroeconomic volatility.

As the quality of governance-supporting institutions increases,
economies will be less likely to suffer welfare losses that arise from resource
misallocation and distortions.

This literature suggests that it is possible to associate the two effects of
the institutions with two institutional types. Type I corresponds to institutions
covered by the ‘rules of the game’ and the ‘cooperation-supporting institutions’
definitions introduced above. Type I institutions include the ‘institutions of
property rights’ and ‘conflict resolution institutions® suggested by Rodrik

(2000). The quality of Type I institutions can be measured by the quality of the
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following indicators: rule of law, contract enforceability, risk of expropriation,
power and accountability, judicial competence and impartiality, and trust. Type
Il institutions, on the other hand, correspond to ‘institutions as governance
structures’ definition and include the remaining 2 categories suggested by
Rodrik (2000): regulatory institutions and stabilization institutions. The quality
of Type II institutions can be measured by the quality of the following
indicators: bureaucratic/government efficiency, policy predictability, company
law and corporate governance regimes, and transparency/accountability.

To be able to visualize the impact of institutional quality on cross-
country differences in stock market performance over time, the study proposes
a diagrammatical model depicted in Figure 19 below. Our model is based on
standard assumptions in economics — namely that economic actors are rational
and try to maximize utility under certain constraints. The information available
to economic actors may not be perfect, but the actors will take account of the
existing information and respond to new information that becomes available. In
the model, the quality of institutions and institutional change are considered as
information signals to which the utility-maximizing economic actors respond in
a rational way. The study conceptualize the impact of Type I institutions on
stock market performance as a ‘market creating effect’. In other words, Type I
institutions encourage better stock market performance by creating new
incentives for contracting between economic actors who seek to exploit
mutually beneficial economic opportunities. The market-creating effect can be
traced over three stages. In stage 1, Type I institutions delineate the society’s
incentive and sanction framework. In other words, they provide information

about the range of actions that are encouraged or discouraged, and the likely
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rewards or costs associated with such actions. In stage 2, the information about
incentives and sanctions delineates the level of contract intensity, the level of
trust, the incidence of economic/political conflict, and the level of incentives for
investment in physical and human capital. Finally, in stage 3, contract and
investment intensity affects stock market performance, which can be measured

as GDP growth rates and/or GDP per capita levels.

_Quai\lity of Type 1l
institutions ™\ Institutions

1
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Source: Mehmet Ugur (2010) modified by researcher
Figure 19 Model of Institutions and Stock market performance

The effect of Type II institutions, on the other hand, is conceptualized
as a ‘market-deepening effect’. Put differently, better Type Il institutions enable

economic actors to secure higher returns on their economic activities — either
because of the predictability of the governance frameworks or because of the
limits they impose on collectively sub-optimal courses of action. Again, the

market deepening effect can be examined in three stages. In stage 1, governance
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quality affects the quality of public policy, including its regulatory and
stabilization dimensions. In stage 2, public and private governance quality
affects the quality of the regulatory frameworks and corporate governance
regimes within which economic actors interact with each other. While the
quality of the public policy reduces policy-induced uncertainties and risks, the
quality of the regulatory frameworks reduces the risks associated with agency
problems, coordination failures, and rent-seeking. Finally, in stage 3, the quality
of regulation, coordination, and governance affects stock market performance.

Although the distinction between ‘market-creating’ and ‘market-
deepening’ effects is a useful analytical construct, our study must indicate that
the two effects are not mutually exclusive. In other words, our study can be
expected to have both market creation and market enhancement effects within
each of the channels in the model above. However, our study should also
indicate that Type I institutions (the left-hand channel) tend to generate
predominantly market-creating effects whereas Type II institutions (the right-
hand channel) tend to generate predominantly market-deepening effects. This is
because Type I institutions tend to delineate the incentive structure faced by
economic actors, whereas Type Il institutions tend to determine the efficiency
with which the contracts for employment, supply or credit are implemented.
Yet, this distinction becomes less relevant when aggregate measures of
institutional quality are used for estimation purposes.

The third point to be made about the proposed model is that stock market
performance has feedback effects on institutional quality. As the study portray
in the discussion of empirical findings, the feedback effect can occur for two

reasons. On the one hand, higher levels of stock market performance enable
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societies to afford the development and implementation costs associated with
new institutions. To the extent that this is the case, stock market performance
would have a direct feedback effect on institutional quality. On the other hand,
stock market performance is likely to have an indirect (or perception) effect on
institutional quality because of the way in which institutional quality data is
collected. Institutional quality data is usually collected via surveys of economic
actors, whose perceptions of existing institutions are likely to be influenced by
how well the economy is performing at a given time. The proposed model
suggests that the study should isolate the direct and indirect feedback effects
when our study examine the impact of institutions on stock market performance
over time. As observed in the cross-country empirical studies, the feedback
effect (i.e., the endogeneity problem) can be tackled by the use of appropriate
instruments or proxies that are less likely to be influenced by stock market
performance. In time series analysis, such instrumentation can be introduced by
taking lagged values of the institutional quality indicators.

Institutional Quality can act as an effective deterrent against host
government interference with investments, thereby deterrence value embedding
in the project investment insurance. In addition, Institutional Quality provides
leverage value to the project; equivalently it is able to facilitate the assembly of
project financing. For example, the tenors provided by the Institutional Quality
enables the lenders to extend the terms of their loans and improve the project’s
amortization, in which long-term debt financing is often critical to the project’s
continuation. Weak institutional quality is the exposure of investors risk as a

result of politically and socially generated change.
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The investor is the party to make decision on which country/region to
invest. d is a variable measuring the institutional quality of the invested country.
When d increases, the risk of investment increases. There are several possible
measurements for d. In this empirical chapter the extremity of the institutional
quality indicator range is approximately -2.5 and 2.5 with lower values
representative of poorer institutional quality scores.

The study employed utility theory to derive the equilibrium which
maximizes the investor’s expected utility by modifying West (1996) model.

Let P be the premium for strong institutional quality, L the loss for weak
institutional quality, = the probability that a loss event happens, C the
compensation for the loss event. r is the expected return on investment the
investor makes. The expected utility of the investor is the following:

yw) = m(d). U[W +1(d).7(d) = P(n(d), C(d)) — L(d) + c(d)]

+ (1 - e(D)U[W + 1(d).7(d) — P(m(d), C())] (15)
subject to C < L, and C is subject to policy maximization. When C = L, the
investor is assure of strong institutional quality. W - I is the wealth that the
investor retains, I is the amount of the wealth invested in the country with strong
institutional quality d. At the end of the period, if weak institutional quality is
assured and no loss occurs, the wealth of the firm is (W — D+ I *(I+r) =W+ 1
* . And, V (W) 2U(W) . Otherwise, the investor would not invest in country.

There are some conditions from the model:

opP apP

P(n(d),C(d)) = P50 0,2

r(d)= >0 17)
Since weak institutional quality affects the probability of loss and strong

institutional quality affects the amount of loss, then g—z > 0, is the inverse of
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e . aL . . e s
weak institutional quality and e 0 is the inverse of strong institutional

quality. As a result, through the creation of the institutional quality index d, the
model implicitly takes into account the effect of institutional quality.

The investor achieves the utility maximization by determining which
country to invest given that countries’ institutional quality. For simplification,
let L = k*xlandC = f L = k * f = I where k is constant and f is
institutional quality coverage which depends on d. Both k and f should be less
than or equal to one. Therefore, the simplified model is

vw) = m(d). U{W + 1(d). [r(d) — k(1 = O] - P(n(d), I(d))} + (1 - n(d))U[W +

1(d). 7(d) — P(n(d), I(d))] (17

opP

d Id):oap>oap>o >
P(n(d),[(d)) = 5-=0,7720,2520 (18)

f=Lz0 19

Let 0 state be the no loss state and / be loss state. With respect to the institutional
quality of invested country, d, the investment amount, J, the minimum required
return on the investment given the existence of institutional quality, 7, and f; the

investors can achieve the utility maximization using the following first order

conditions.

av . 3 s apP aP apP
o AU, - Up) + [rUy + (1 —m)U, (1.‘ i. __~__‘__‘)
3d n(Uy 0) [ 1+ ( )o] r+lLr 611" 611 aff

+m U k(I(F -1 +1f]=0 (20)

8P atp a2p 92 L.
The study also assume that — 2 0,75 2 0,7=5 = 0 and aTZ = 0. This implies

that the variance of investment return increases as the risk of institutional quality

of the country increases.

. . S 1( 0P
= (U, — Up) +m(Orkl = [70; + (1 —m)Uy] (gﬁ —%—[;i - g—l;f) (21)

= .0y [Ir + 17+ (If + 1))+ (=m0l + 17
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The first and the second terms in the left hand side of Equation (21) are
the cost of inverse weak institutional quality and the one of inverse strong
institutional quality, respectively. This equation shows that the marginal cost

from decreasing utility due to increasing d should be equal to the marginal gain

from decreasing the probability of loss.

v _ - oP X
-51—=7tU1[(r—k+kf)]—57]+(1 —n)Uo(r—(;—l;) =0
=>E)f_=7rav1(r—1<+kf)+(1—1z)l)(,r=r+ (—k+kf)
ol n0; + (1 —mUo 7l + (1 —m)Up (22)

The price of institutional quality should go up as the investment amount

increases. From Equation (22), it is expected to get the lower bound of the

expected rate of return:

s 1{Ul.k. a-pf
7l + (1 =m0,

(23)

As mentioned earlier, the firm views investment as a project and
evaluate the expected return corresponding to the hurdle rate to determine
whether the project should be taken; the minimum expected return on the project

(overseas investment) has to satisfy Equation (23) so that the value of

nU.k.(1=1) i i i i i
m can be viewed as the hurdle rate embedded in the project with which

the expected returns are compared. In addition, increasing f, the investor would
require less expected rate of return. As long as the expected rate of return is

greater than Zero, investor will go for this investment opportunity when

countries have strong institutional quality.
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Macroeconomic variables and Investment

One way of linking macroeconomics variables and stock market returns
is through arbitrage pricing (APT) (Ross, 1976), where multiple risk factors can
explain asset returns. The g approach to the transmission mechanism increases
the macroeconomic significance of stock markets which now take on an
important role in managing the process of capital accumulation. Early empirical
studies on APT focused on individual security returns (for selection of relevant
studies see Fama, 1981, 1990; Fama and French, 1989; Schwert, 1990; Ferson
and Harvey, 1991; and Black, Fraser, MacDonald, 1997). It is also used in an
aggregate stock market framework, where a change in a given macroeconomic
variable could be seen as reflecting a change in an underlying systemic risk
factor influencing future returns. Most of the empirical studies on APT theory,
linking the state of the macro-economy to stock market returns, are

characterized by modeling a short run relationship between macroeconomic

variables and the stock price in terms of first difference, assuming trend

stationarity (Andrew and Peter, 2007).

Portfolio optimization problems under partial information are becoming
more and more popular, also because of their practical interest. They have been
studied using both major portfolio optimization methodologies, namely
Dynamic Programming (DP) and the “Martingale Method”(MM). While DP has
a longer tradition in general, also MM has been applied already since some time
for the cases when the drift/appreciation rate in a diffusion-type market model
is supposed to be an unknown constant, a hidden finite-state Markov process,

or a linear-Gaussian factor process. Along this line are the papers Lakner, P.,

(1995 and 1995 and, more recently Sass, J. and Haussmann, U.G., (2004). The
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study considers the portfolio maximization problem under a hidden Markov

setting, where the coefficients of the security prices are nonlinearly dependent
on economic factors that evolve as a k-state Markov chain.

Let us consider a market model with N + 1 securities (S¢, S;) =
(59,52, ... ..., S, where S* stands for the transpose of the matrix S, and an

economic factor process X, (GDP, Consumer Price Index and Money Supply)
which is supposed to be finite state Markov chain taking its values in the set of

the unit vector E = {e; e,...ex}in Rk, The share price S? is assumed to satisfy

the ordinary differential equation:
ds® = r(t,S,)Sfdt, Sg=5° (24)
Where r(t, S) is a nonnegative, bounded and locally Lipschitz continuous
function in S € Ry = (L a2V 20 20,i=1, 2, ..N}. The other
security prices Sti=1,2..N,are assumed to be governed by the following

stochastic differential equations:

dsi = SHa (t X, S)dt + Ty bl (2, $)aW/)}, (25)

where at (tX,S) and b} (t,S) are bounded and, for each t and X, locally
Lipschitz continuous functions in S, b is uniformly non degenerate, i.e.
z*bb*z = c|z|?, vz € RV, 3c > 0and W, = (W/);=1,.. is an N - dimensional
standard Brownian motion process defined on a filtered probability space
(O, F,F, P) and is independent of X;. The Markov chain X, can be expressed

in terms of a martingale M, of the pure jump type, namely
dX, = A(t)X.dt + dM,, (26)

X, =§,
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where A(t) is the Q matrix (transition intensity matrix) of the Markov chain and
¢ is a random variable taking its values in E. Set

Gy = 0(Syiu<t)
and let us denote by R, (i = 0,1, ..., N) the portfolio proportion of the amount

invested in the i™ security relative to the total wealth V; that the investor

possesses. It is defined as follows:

(RS, he) = (h, ht, . ...,hM)* is said to be an investment strategy if the

following conditions are satisfied;

i) h; isan RN valued G, - progressively measurable stochastic process such that
) hi+h)=1
if) P(J [hs|2ds < @) =1

The set of all investment strategies will be denoted by H(T). When
(S, (R0 St = T € H(T) it is often write as h € H(T) for simplicity.

For given h € H(T), and under the assumption of self-financing, the wealth

process Ve = V,(h) satisfies

N .
e & S

m m
_ HOr(e, SOde+ Y K@t X S+ Y biCE, SOy
i=1 j
j=1

\ Vo=V

Taking into account i) above, V; turns out to be the solution of

dv, .
{7:_ = r(t, S,)dt + hi(a(t, X;S;) — r(t,S)1dt + hib(t, S)dW,
Vo =,

wherel = (L 1. 1)
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Our problem is the following. For a given constant ¢ < 1,u#0

maximize the expected (power) utility of terminal wealth up to the time horizon

T, namely
1 1
Jw ki T) =2 F [Vr(R)#] = i [entogvr (], (27)

where h ranges over the set A(0, T) of all admissible strategies.

The study considers here the maximization problem with partial
information, since the economic factors X, (in this case Consumer Price Index,
Money Supply and gross domestic product) are in general not directly
observable and so one has to select the strategies only on the basis of past
information of the security prices which are influenced by economic factors.

No satisfactory theory would argue that the relation between financial
markets and the macroeconomics is entirely in one direction. However, stock
prices are usually considered as responding to external forces. By the

diversification argument that is implicit in capital market theory, only general

economic state variables like inflation, Money Supply and GDP will influence

the pricing of large stock market aggregates.

Research Design and Rationale

Multiple linear regression models are often specified with an
innovations process that is known to be either heteroskedastic or autocorrelated
(nonspherical). If other regularity conditions of the Classical Linear Model
(CLM) continue to hold, OLS estimates of the regression coefficients remain
unbiased, consistent, and, if the innovations are normally distributed,
asymptotically normal. However, the estimates are no longer efficient, relative

to other estimators, and t and F tests are no longer valid, even asymptotically,
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because the standard formulas for estimator variance become biased. Asa result,
the significance of the OLS coefficient estimates is distorted.

The usual prescription for such cases is to re-specify the model,
choosing alternate predictors to minimize nonspherical characteristics in the
residuals. However, this is not always practical. Predictors are often selected on
the basis of theory, policy, or available data, and alternatives may be limited.
Lagged predictors, used to account for autocorrelations, introduce additional
problems. For this reason the study explore explores two approaches that
acknowledge the presence of nonsphericality.

The first approach is to use heteroskedasticity-and-autocorrelation-
consistent (HAC) estimates of OLS standard errors. OLS coefficient estimates
ged, but tests of their significance become more reliable. The second

are unchan

approach modifies the OLS coefficient estimates, by explicitly incorporating

information about an innovation covariance matrix of more general form than

o2l. This is known as Generalized Least Squares (GLS), and for a known

innovations covariance matrix, of any form. Unfortunately, the form of the

innovations covariance matrix is rarely known in practice. Feasible Generalized

Least Squares (FGLS) procedure which estimates the innovations covariance

matrix using specified models, before applying GLS to obtain regression

coefficients and their standard errors.

Based on the recommendations of Xiao and Phillips(2002) and
Westerlund (2005), the study estimates the panel cointegration regression using
DOLS. DOLS estimator has been made to be asymptotically unbiased, so that
error term can be used in the residuals cointegration without the problems of

nuisance parameters. This makes DOLS to be more efficient and unbiased
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estimator as compared with OLS (Xiao and Phillips, 2002). To correct for

heteroskedasticity and serial correlation of the errors the study uses Newey-

West technique.

Empirical Models

Education

The relevant empirical proxy for ability of individuals in a country is

secondary school enrolment. The use of this variable deserve cautious treatment

since, Education is endogenous to stock market development. This is because
there may be some omitted variables that correlate with both knowledge and

stock market development. It also believed that the relationship may suffer from

simultaneity (or reverse causality). Secondly, education is a policy output

variable and therefore further caution is called for before thinking of it as an

explanatory variable determining another output.

Indeed, as Rodrik (2005) argued, if it fail to distinguish policy effort
from policy outcomes when measuring potential growth determinants the study
is unlikely to learn much from our estimation efforts. Campos and Horvath
(2006), in drawing the distinction between policy inputs and outputs, give

further support to this argument, while Loyaza and De Soto (2002) is also

consistent with this line of reasoning. In this spirit, the study argues that

Education 1s associated with the stock market variables and macroeconomic
stability variables and that the direction of causation is from the latter to the

former. By this the study cannot consider Education as exogenous policy tool

(Campos and Horvath 2000; Falcetti et al 2000).

Our study adopt Cadeleron-Rossell (1990) behavioural structural model

to estimate the offect of secondary school education on stock market
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performance. Empirical model one will include secondary school education. In
this thesis the study create a probabilistic model by starting with a deterministic
model that approximates the relationship the study wants to model. That is the
relationship between independent variables (GDP, Education, and the
interaction of GDP and education) and dependent variable (stock market
capitalization).

SMC;; = Bo + BiEie + B2GDPie + Hie (28)

Where SMC is stock market capitalization relative to GDP, and p is
the white noise or the error variable accounting for model misspecification,
omitted variables etc. The error accounts for all the variables, measurable and
e not part of the model. GDP is the measure of economic

immeasurable, that ar

growth and they are in thousands of US dollars. The independent variable E

measures the ability of citizenry to investment properly in an economy. This
variable is measured using secondary school enrolment on yearly bases.

The study also run another model of equation 28 by introducing the
interaction effect of GDP and Education on the relationship in equation 28 to

determine whether the interaction have significant effect on the relationship.

SMCy = Po T BiEix + B2GDPy + B3GEy + pi (29)

The problem objective addressed by the model is to analyze the
relationship between GDP, Education and stock market capitalization. To
define the relationship, our study needs to know the value of the coefficients
Bo,B1.B2 and B3 in the case of model 1 of equation 28. However, these
coefficients are population parameters, which are almost always unknown.

However, because these parameters represent coefficients of a straight

line their estimators are based on drawing a straight line through the sample

99




data. The straight line that the study wish to use to estimate S, B1,B2 and B3
is the “best” straight line. Best in sense that it comes closest to the sample data
points is called the least square line. The coefficients are calculated so that the
sum of squared deviations s minimized. This best straight line, called the least

squares line, is derived from calculus this gives us our model one as shown

below;
Model 1
SMC;s = bo + b1Ei + b,GDPy + b3(E X GDPy¢) + &t (29")
bg, b1, b2, b3 > 1;

Where GE is the interaction of Education and GDP. The interaction
effect here is to test whether the effect of GDP on stock market is influenced
by education at ¢=0.05. The aprior signs based on theoretical literature
should be bo >0 by, > 0; by > 0;b3 > 0. Psacharopolous and Layard
(1979) postulated a positive relationship between education and
performance. An increase in GDP is an indication of increase productive

activities of firms and our study expect the values of firms to increase with

GDP.

Since the study do not need the assumption of homoscedasticity for OLS
to be unbiased, our study uses OLS with heteroskedasticity to run the
n while maintaining the assumption no autocorrelation. The

regressio

presence of heteroskedasticity, the statistical inference would be biased, and
t-statistics and F-statistics are inappropriate. Instead, the study would use

robust standard errors and heteroskedasticity-robust Wald statistic for t

statistics and F -statistics respectively.
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The study then test for auotocorrelation. The implication of serial
correlation (auotocorrelation) on OLS is the same as heteroskedasticity.
James Durbin and G.S. Watson proposed testing for correlation in the error
terms between adjacent observations. In our data generating process (DGP),
the study assumes that the strongest correlation exists between adjacent
observations (first order serial correlation (cov (g &+1)). To test for first-
order serial correlation, the study ask whether adjacent €’s are correlated.
As usual, the study will use residuals to proxy for €. The study base the tests
of serial correlation AR(1) model on the regression residuals. An
autoregressive process of order one, also known as a first-order Markov
process: Uy = pue-1 + Ve lp| < 1 where the v, are uncorrelated random
variables with mean Zz€ro and a constant variance. To diagnose
autocorrelation our study uses the estimated residuals. The resulting slope
estimate is a consistent estimator of the first-order autocorrelation
coefficient p of the u process. Under the null hypothesis, p = 0, so that a
rejection of this null hypothesis by this Lagrange Multiplier (LM) test
indicates that the disturbance process exhibits AR(1) behavior. If the study
diagnoses the presence of auotocorrelation the study runs the regress using
OLS with serial correlation.

Model 1 difference, looks at the variables in difference and expect the
same aprior signs. If the study test the variables at 0=0.05 and they are not
stationary the study then find the first difference of (28”) and (29°) and they
come;

ASMC;; = by + b,AE; + b,AGDP;; + ¢;; (28”)

bo, bl' bz > 1;
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ASMC;, = by, + b1AEit + bzAGDPit + b3A(GDPlt X Eit)
+ &t (29")
bo, b1, bz, b3 > 1;

Although the ordinary least squares (OLS) estimator is consistent in the
presence of a serial correlation in the error term, it is also well known that it
contains the second-order bias. The study focuses on the dynamic ordinary
least squares (DOLS) estimator instead since serial correlation and the
endogeneity can also be corrected by using DOLS estimator. The study then

also correct for heteroskedasticity and serial correlation using Newey-West

estimation technique.

Institutional quality

From the theoretical model which is the modifying West (1996) model,
the study have the general econometric model used in the empirical chapter as
follows.

SMC;; = Bo + BLGDPie + By1 Qe + B;GDPie X 1Qu¢ + &it] (30)

Where SMC;¢ is stock market capitalization relative to GDP, Bo, is the
intercept, and Eit is the white noise. GDP is the gross domestic product in
millions of US dollars. 1Q is institutional quality variables made up of control
of corruption, voice and accountability, rule of law, regulatory quality political
stability, and government effectiveness. GDP;; X 1Q;, in the interaction of GDP
and institutional quality (Q)-

Our study runs the model below using OLS and FGLS techniques for

the variables in levels.

SMCy = ﬂO + BIIQit + BZGDPit + €] (31)
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To determine the effect of the various elements of institutional quality
(IQ) on stock market development the study runs the various elements one at a

time as shown in equation 32 to 37 below. Our study did not run all the elements

together because of the possibility of multicollinearity problem. The study also

test for presences of heteroskedasticity at o. (0.05) that is the assumption that the

errors or disturbances have the same variance across all observation points out

that our study uses robust standard errors. To correct for heteroskedasticity the

study used the robust standard error in the estimation of the parameters
assuming no serial correlation.
SMC;e = Bo + B1CCi + B2GDPie + B3(GDP;; X CCi¢) + & (32) model 2 CC
Bos B1. B2, B3 > 1;
SMC;y = Bo + B1VAie + B2GDPir + B3(GDPy X VAy) + & (33)model 2 VA
Bo, B1, B2, B3 > 1;
SMCje = Bo + BiRLie + B2GDPie + B3(GDP;; % RL;¢) + &; (34)model 2 RL
Bo» B1, B2, B3 > 1;
SMCy, = Po + BiRQix + B2GDPit + B3 (GDPie X RQie) + &t (35)model 2 RQ
Bo: B1, B2, B3 > 1;
SMCye = Bo + B1PSie + B,GDP;; + B3 (GDP;; X PSy) + & (36) model 2 PS
Bo: B1, B2, B3 > 1;
SMC;e = Bo + B1GEi + B,GDP;; + B3(GDP; X GEy) + &;¢ (37)model 2 GE
Bo.B1: 82,83 > 1;
The study test for the panel unit root test of the variables and if they fail

to be stationary at & of 0.05 the study finds the first difference of the variables

and that gives the models below;

ASMCit = Bo t+ B1ACCie + B2AGDP; + B3(AGDP; x CCi) + &;r  (32")

Bo, B1. B2, 83 > 1;
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ASMC;, = Bo + B1AV A + @1AGDP; + @2 (AGDPy X VAy) + &t (33)
Bo. B1,B2.83 > 1;
ASMC;; = Bo + B1ARL; + BoAGDP; + B3(AGDP; X RLyp) + &t (34"
Bo, B1:B2.83 > 1;
ASMC;y = Bo + B10RQye + BoAGDPye + B3(AGDPy X RQy) + & (35)
Bos B1. B2, 83 > 1;
ASMC; = Bo + B8PSy + B2AGDP;; + B3(AGDPy X PSi) + €it (36"
Bo: B1, B2, B3 > 1;
ASMC;; = Bo + B1AGE + B2AGDPy + B3(AGDPy X GEy) + & (37')
Bo: B1, B2, B3 > 1;

Where CC is control of corruption; GCC is interaction variable of GDP
and control of corruption; VA is Voice and accountability; GVA is interaction
variable of GDP and Voice and accountability; RL is Rule of law; GRL is
interaction variable of GDP and Rule of law; RQ is Regulatory quality; GRQ is
interaction variable of GDP and Regulatory quality; PS is Political stability;
GPS is interaction variable of GDP and Political stability; GE is Government
effectiveness; and GE is interaction variable of GDP and Government
effectiveness. Our study expects positive relationship between 1Q and or

elements of 1Q and MSC. IQ boosts confidence of investors and potential

investors in the stock market hence the positive relation is expected from the

elements of IQ and SMC.

For each model also the study introduces the interaction effect of GDP
and 1Q elements. The interaction means that the effect of IQ on stock market
capitalization is influenced by the value of GDP. The interaction variables are
control of corruption and GDP (GDP xCC); voice and accountability and GDP

(GDP xVA); rule of law and GDP (GDP XRL); regulatory quality and GDP
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(GDP XRQ); political stability and GDP (GDP xPS); and government
effectiveness and GDP (GDP xGE). The techniques used to estimate the
coefficients of the linear regression model are the DOLS and Newey West. The
study runs these models using DOLS technique since serial correlation and the
endogeneity can also be corrected. The study then also correct for

heteroskedasticity and serial correlation using Newey-West estimation

technique.

Macroeconomic variables and stock market development

Flick (2009) notes that Descriptive research design has become widely
accepted in the field of finance and economics since it is proving to be very
useful in policy evaluations. The study followed a descriptive research design
to describe the performance of the stock market in emerging economies.

Descriptive research design is a statistical method that quantitatively

synthesizes the empirical evidence of a specific field of research. According to

Groves (2004) descriptive technique gives accurate information of persons,

events or situations. The study sought to investigate the determinants of stock

market performance in 41 emerging economies.
For the purpose of this empirical study, the unit of analysis is the 41

emerging economies stock market. In this chapter, the study draws upon theory

and existing empirical work as a motivation to select a number of
macroeconomic variables that the study might expect to be strongly related to

the real stock price. The real stock price depends upon the expected stream of

dividend payments and the market discount rate. Hence, any macroeconomic

variable that may be thought to influence expected future dividends and/or the

discount rate could have a strong influence on aggregate stock prices. The
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m - mi i :
acro-economic variables selected as explained under theoretical model of thi
is

chapter are; Money Supply (MS) and Consumer Price Index (CPI). The

objective here is to test the effect of economic growth measured by GDP, and
, an

macroeconomic variables (MS, and CPI) on stock market capitalization of
n o

emerging economies. In this thesis, the study will draw upon theory and existi
ing

empirical work as a motivation to select a number of macroeconomic variabl
riables

that the study might expect to be strongly related to the real stock price
In this study, the study adopted and modified the model used by Sangmi

and Mubasher (2013). They used time series data on macroeconomic variable
S

and stock indices collected from the annual reports of the Reserve Bank of Indi
ndia

for the period April 2008 to June 2012. They expressed Stock Market Ind
ndex

(SMI) as a function of selected macroeconomic variables. The model used b
- used by

Sangmi and Mubasher (2013) is modified for this thesis. In this empirical
= ca

chapter least squares regression and FGLS are again considered due to th
o the

numerous advantages that they have over other estimation techniques when th
n the

variables are in levels.

From equation 38 the analytical model for the macroeconomi
omic

determinants of stock market performance is depicted by the modified model of
model 0

Sangmi and Mubasher (2013) which is model 3.

SMC[L = BU + BlGDPit + BZMSH’ + BgC'Pll-t + Eit (39)

Where SMC; 18 the stock market capitalization growth rate

GDP; ¢ is Gross Domestic Product. It is a proxy for economic develo I
pment. It
is parity rate.

MS; . is the Money Supply. It is a proxy for banking sector development. It i
; 1S

measured in millions of US dollars.




CPI;, is a proxy for macroeconomic stability. It is an index of parity rate
Our study interact GDP with all the other macroeconomic variables one
at time to determine the actual effect of these variables on stock market

performance. The study runs the models below and test the significance levels

at a=0.05 using different Robust OLS and FGLS respectively.
SMC;e = Bo + B,GDPy + B2MS;: + BsCPly + & (40)
Bo,B1B2>1; Bs<1
SMC; = Bo + B,GDP; + B,MS;; + B1(GDP; X MS);; + €ir (41)
Bo, B, B2 > 1
SMC;, = Bo + B,GDP; + B3CPly + B, (GDPye X CPI) + &, (42)
BB >1 Ba<1

Where (GDPxMS) is the interaction of GDP and MS, (GDPxCPI) is the

interaction of GDP and CPIL

Our study estimates the parameters using OLS technique. The least
squares method produces the best straight line. However, there may in fact be

no relationship or perhaps a nonlinear relationship between GDP, CPI, MS and

stock market capitalization hence a straight line is likely to be impractical. The

study assesses how well the linear model fits the data. A model results in

predicted values close to the observed data values. The fit of a proposed

regression model should therefore be better than the fit of the mean model. The

study assume that the errors or disturbances have the same variance across all

observation points. When this is not the case, the errors are said to be

heteroskedastic and our study corrects the model by using robust standard error

to determine the significance of the parameters of interest.

The test of significance (0=0.05) for this model sought to establish the

determinants of stock market performance in emerging economies. Our study
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corrected. The study then also correct for heteroskedasticity and serial

correlation using Newey-West estimation technique.
The dependent variable is the Stock Market performance. This measure
equals the stock market capitalization divided by GDP. The assumption behind

this measure is that overall market size is positively correlated with the ability

to mobilize capital and diversify risk on an economy-wide basis. This is

consistent with Kemboi et al. (2012), Yartey (2008) and Levine and Zervos

(1998).

Based on theory underpinnings discussed in the literature reviewed

above, the study hypothesizes a positive or negative relation between MS an d

SMC. The effect of Money Supply on stock prices can be positive or negative.

Since the rate of inflation is positively related to money growth rate (Fama,

1981), an increase in the Money Supply may lead to an increase in the discount

rate and lower stock prices. However, this negative effect may be countered by

the economic stimulus provided by money growth, which would likely increase

cash flows and stock prices (Mukherjee and Naka, 1995).

Following Geske and Roll (1983), Chen et al (1986), Wongbangpo and

Sharma (2002), the study hypothesizes a negative relation between stock prices

and Consumer Price Index (CPI). The levels of real economic activity (proxied

by CPI) will likely influence stock prices through its impact on corporate

proﬁtability in the same direction: an increase in real economic activity (fall in

the Consumer Price Index) may increase expected future cash and, hence, raise

stock prices, while the opposite effect would be valid in a recession. Consumer

Price Index is used as a proxy for inflation rate. It is chosen because of its broad

base measure to calculate average change in prices of goods and services during
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a specific period. Inflation is ultimately translated into nominal interest rate and

an increase in nominal interest rate increases discount rate which results in

reduction of present value of cash flows. An increase in inflation is expected to

negatively affect the equity prices.

Our study uses Consumer Price Index to measure macroeconomic

Stability. Macroeconomic stability may be an important factor for the
development of the stock market. The study expects that the higher the

macroeconomic stability the more incentive firms and investors have to

participate in the stock market. The study expects the stock market in countries

with stable macroeconomic environment to be more developed. Consistent with

previous studies inflation has been used as a measure of macroeconomic

stability. Although there is no agreement on the relationship between

macroeconomic stability and stock market development, our study argues that

higher levels of macroeconomic stability encourage investors to participate in

the stock market largely because the investment environment is predictable.

Furthermore, macroeconomic stability influence firms profitability, and so the

prices of securities in the stock market is likely to increase. Investors whose

investments are experiencing a capital gain are more likely to channel their

savings to the stock market by increasing their investments, and so this will

enhance stock market development. The study proxy this variable with

Consumer Price Index.

The selection of these variables was based upon the Present Value

Model (PVM) theory and literature discussed in the Chapter 3. In the following,

the study will briefly validate the inclusion of each macroeconomic variable

utilized in the analysis. This study investigates effect of macroeconomic
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variables on stock market performance in emerging economies for the period

1996 —2011.

Estimation Technique

The technique used to estimate the coefficients of the linear regression
model is the least squares method. A critical part of this model is the error

variable €. Required conditions for the error variable are; the probability

distribution should normal, the mean of the distribution is zero (0), the standard

deviation of the error variable (g) is o, Which is a constant regardless of the

value of independent variable, and then the value of ¢ associated with any

particular value of dependent variable (SMC) is independent of & associated

with any other value of SMC.

The least squares method produces the best straight line. However, there

may in fact be no relationship or perhaps a nonlinear relationship between GDP,

Education and stock market capitalization hence a straight line is likely to be

impractical. Consequently, it is important for us to assess how well the linear

model fits the data. The study test significance of the variables assuming
a=0.05.

A well-fitting regression model results in predicted values close to the
observed data values. The mean model, which uses the mean for every predicted

value, generally would be used if there were no informative predictor variables.

The fitof a proposed regression model should therefore be better than the fit of
the mean model.

Our study us€s three statistics to evaluate model fit: R-squared, the

overall F-test, and the Root Mean Square Error (RMSE). All three are based on

two sums of squares: Sum of Squares Total (SST) and Sum of Squares Error
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(SSE). SST measures how far the data are from the mean and SSE measures
how far the data are from the model’s predicted values. Different combinations

of these two values provide different information about how the regression

model compares to the mean model.

Although the ordinary least squares (OLS) estimator is consistent in the
presence of a serial correlation in the error term and it is well known that
the OLS estimator contains the so-called second-order bias. The study

focuses on the dynamic ordinary least squares (DOLS) estimator instead of

Fully Modified OLS estimators (FMOLS).
Let us consider the following fixed effect panel regression:
yie = o + XieB + Ui i=1,...N, t=1..T
where yi is a matrix (1 ,1), B is a vector of slopes (k, 1) dimension, a; is
individual fixed effect, u; are the stationary disturbance terms. It is assumed

that x; (k, 1) vector are integrated processes of order one for all i, where:

Xit = Xje-1 T Eit
Under these specifications, describes a system of cointegrated

regressions, ie. Vit is cointegrated with ;.. By examining the limiting

distribution of the DOLS estimators in co-integrated regressions, Kao and

Chiang (2000) show that they are asymptotically normal. The DOLS

estimator is constructed by making corrections for endogeneity and serial

correlation to the OLS estimator. The DOLS is an extension of Stock and

Watson’s (1993) estimator. In order to obtain an unbiased estimator of the

Jong-run parameters, DOLS estimator uses parametric adjustment to the

errors by including the past and the future values of the differenced I(1)
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regressors. The dynamic OLS (DOLS) estimator is obtained from the

following equation:
j=q2
Vit = o + X + z Cij AXj 4 + Vit
j=—qz

where cjj is the coefficient of a lead or lag of first differenced explanatory

variables. The estimated coefficient of DOLS is given by:

-1

N , T T
BpoLs = z (Z Zit Zi't) (Z Zit f’n‘i)

i=1 ‘=1 t=1
Where zi = [Xit — %o Axi,t_q,mAxi,t,,q] is 2(q+1)x1 vector of regressors.
The study also focuses on Newey-West Estimation technique to correct

for heteroskedasticity and serial correlation of the error term. Newey-West

calculates the estimates BoLs = (X'X)7X'y
var(Bows) = X'X) X' AX(X'X) !

That is, the coefficient estimates are simply those of OLS linear regression.

For lag(0) (no autocorrelation), the variance estimates are calculated using the

White formulation:

~ ~ n
X'QX = X’Qox = -n_—]—{ éIZX; Xi
Here & = ¥i — X;iBoLs> Where X; is the ith row of the X matrix, n is the number

of observations, and k is the number of predictors in the model, including the

constant if there is one. The above formula is the same as that used by regress,

vce(robust) with the regression-like formula (thedefault) for the multiplier gc.

For lag(m), m > 0, the variance estimates are calculated using the Newey-West

(1987) formulation
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n

m
X'AX = X'Q x+—“-z L ZM ,
v on-k 1=1(1 —) ), &KX F Xt-1X¢)

t=1+1

where X, is the row of the X matrix observed at time t

The F-test

The F-test evaluates the null hypothesis that all regression coefficients

are equal to zero versus the alternative that at least one does not It tests utility

of the model. An equivalent null hypothesis is that R-squared equals zero. A

significant F-test indicates that the observed R-squared is reliable. and is not
, a

spurious result of oddities in the data set. Thus, the F-test determines whethe
r

the proposed relationship between the response variable and the set of predictors

is statistically reliable, and can be useful when the research objective is eith
ither

prediction or explanation.

The ratio of the two mean squares is F distribution as long as the

underlying population is normal. A large value of F indicates that most of the

variation in y is explained by the regression equation and that the model is valid

A small value of F indicates that most of the variation in SMC is unexplained

The rejection region is F > Folon—k-1

Serial correlation and Heteroskedasticity

The Durbin-Watson test is a widely used method of testing fo
r

tic can be used to test for first-order autocorrelation

autocorrelation. This statis

Our study uses it to test that the residuals from a linear regression or multipl
€

regression are independent. Because most regression problems involving time

series data exhibit positive autocorrelation, the hypotheses usually considered

in the Durbin-Watson test are

Ho:p=0 Hi:p>0
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. go s N (ej—ej-1)?
The test statistic is d = Ziza(®ieiza)” yhere e; =y; — §; and y; and ; are,

N ef
i=1 i

respectively, the observed and predicted values of the response variable for
individual i. d becomes smaller as the serial correlations increase. Upper and

lower critical values, du and di have been tabulated for different values of k (the

number of explanatory variables) and n. If d < dr reject Ho: p=0 Ifd>dy do

not reject Ho: p=0 If d < d < dy test is inconclusive.

Durbin-Waston test is based on the assumption that the errors in the
regression model are generated by a first-order autoregressive process observed

at equally spaced time periods, that is, & = P&y + ap where & is the error

term in the model at time period t, a, is an NID(0, 0%) random variable, and p(|p|

< 1) is the autocorrelation parameter. Thus, a simple linear regression model

with first-order autoregressive errors would be

ye = Bo + Bixt + &

& = PE-1 t+ &

where y, and X aré the observations on the response and regressor variables at

time period t. Situations where negative autocorrelation occurs are not often

encountered. However, if a test for negative autocorrelation is desired, one can

use the statistic 4—d. Then the decision rules for Ho: p = 0 versus Hy: p <0 are

the same as those used in testing for positive autocorrelation. It is also possible

to conduct a two-side test (Ho: p = 0 versus H;: p# 0) by using both one-side

tests simultaneously- If this is done, the two-side procedure has Type I error 2a,

where a is the Type I error used for each one-side test.

Heteroskedasticity causes standard errors to be biased. OLS assumes

that errors ar€ both independent and identically distributed; robust standard

errors relax either or both of those assumptions. Hence, when heteroskedasticity
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is present, robust standard errors tend to be more trustworthy. To rationalize the

test for heteroskedasticity the study notes that the homoskedasticity assumption

in OLS implies
var(€ |Xqy; Xz, - Xg) =07
In that case, if the study wants to test for heteroskedasticity, our

maintained assumption is that the errors are actually homoskedastic, and the

study wish to examine ifthat is true. That is the null hypothesis is just the above,

Hy: var(€ |X1; X2, e Xg) =02

Next, note that in examining heteroskedasticity, the expected value of the errors

being zero is still maintained. Which means that

var(€ |Xq; Xz, - Xk) = E(€2 |Xq; Xg, - Xk)

So that our study can rewrite the hypothesis being test as

Ho: E(€? |15 X2 e X)

So that if the study assumes 2 simple linear relationship between € with respect

to the dependent variables, the study could then test the hypothesis. To see this,

consider a general K variable regression where the dependent variable is €2. Let

e be the error term in the linear relationship, and assume that it is normal

distributed with mean 0 given the independent variables. That is,

Ez-'-'-' 60 + 61x1 + 62x2+. e

If homoskedasticity holds, then the model would have &; = 8, = - = &.

Therefore if heteroskedasticity does not exists, the null hypothesis of

homoskedasticity, can be written as,

This implies that the model could test the hypothesis using the F statistic that is

istical software (even if you write your own program
£

provided in standard stat
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the calculation of the F statistic is not difficult given that the model have already
found the formula earlier in our discussion of OLS).

The model uses the residuals from the original OLS regression of y
against X, Xz, «« Xg» call it é2. That is the study perform the following
regression, and calculate the F statistic there after.

€2 =8y + 0y + 8xxp + .
The F statistic is dependent on the goodness of fi measure from the above

RZ

&2

—&;—. And the statistic is
—a2

n-(ki1)

regression. Let that be RZ., then the statistic is, F =
approximately distributed as a Fy n—(x+1) under the null hypothesis.

Robust Standard Error

The various “robust” techniques for estimating standard errors under
model misspecification are extremely widely used. Robust standard errors have
a crucial role in statistical theory in a world where models are almost never
exactly right. They can be used in practice to fix a specific part of model
estimation, when special circumstances hold.

It is well known that ordinary least squares estimation in the linear
regression model is not robust to outliers. The robust statistics literature takes
the view that a vast majority of the data are generated by the above described
model, while a smaller part of the data may not follow the model. In
econometric literature less attention is given to robust estimators of regression,
but the concept of robust standard error is well established. Here the estimator

being used is often the ordinary least squares estimator, but its standard errors

are estimated without relying on assumption u, “;d F,. As such these robust
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standard errors remain valid when the error are not i.id, but suffer from

heteroskedasticity or autocorrelation. A robust standard error consistently

estimates the true standard error even for non i.i.d. error terms. The most popular

robust standard error is the White or Eicker-White standard error, which protect

against heteroskedasticity, and the Newey-West standard errors, which are

heteroskedasticity and autocorrelation consistent (HAC) estimates of the

standard error. An important property of robust standard errors is that the form

of the heteroskedasticity and / or autocorrelation does not need to be specified.
Using standard notation, the linear regression model can be written as

y=Xp+¢
where E () = 0 and E (¢€) = @, a positive definite matrix. Under this
specification, the OLS estimator # = (X'X)™* X'y is best linear unbiased with:
var(f) = (X'X)"X'oX(X'X)™t (1)
If the errors are homoscedastic that is @ = o1, Equation 1 simplifies to:
var(f) = a2(X'X)7?
Defining the residuals e; = y; — x; 8, where x; is the ith row of X, the model

can estimate the OLS covariance matrix of estimates as:

OLSCM = Nz—_e‘zk,(x'x)-1 3)
where N is the sample size and K is the number of elements in . The OLSCM
is appropriate for hypothesis testing and computing confidence intervals when
the standard assumptions of the regression model, including homoscedasticity,
hold. When there is heteroskedasticity, tests based on the OLSCM are likely to
be misleading since Equation 2 will not generally equal Equation 1. If the errors
are heteroskedastic and @ is known, Equation 1 can be used to correct for

heteroskedasticity. More often, the form of heteroskedasticity is unknown and
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a heteroskedasticity consistent covariance matrix (hereafter, HCCM) should be
used. The basic idea behind a HCCM estimator is to use €2 i to estimate @ii. This

can be thought of as estimating the variance of & with a single observation:
-~ s — 2 -~ .
@i = (e'—lo)— =e?. Then, let ® = diag[e?], which results in: HCO =

XXX OXK'K) ™ = (X'X) X diaglef XK' (4)
HCO is the most commonly used form of the HCCM and is referred to
variously as the White, Eicker, or Huber estimator. As shown by White (1980)

and others, HCO is a consistent estimator of Var(B) in the presence of

heteroskedasticity of an unknown form.

RMSE

The RMSE is the square root of the variance of the residuals. It indicates
the absolute fit of the model to the data—how close the observed data points are
to the model’s predicted values. Whereas R-squared is a relative measure of fit,
RMSE is an absolute measure of fit. As the square root of a variance, RMSE
can be interpreted as the standard deviation of the unexplained variance, and
has the useful property of being in the same units as the response variable.
Lower values of RMSE indicate better fit. RMSE is a good measure of how
accurately the model predicts the response, and is the most important criterion
for fit if the main purpose of the model is prediction.

The best measure of model fit depends on the researcher’s objectives,
and more than one are often useful. The statistics discussed above are applicable
to regression models that use OLS estimation. Many types of regression models,

however, such as mixed models, generalized linear models, and event history

119



models, use maximum likelihood estimation. These statistics are not available

for such models.

Panel Unit Root Tests
To determine whether to use the variables in level or difference the study

determines the order of integration of the variables. Using time series with
strong persistence of the type displayed by a unit root process in a regression
equation can lead to very misleading results if the central limit theorem (CLM)
assumptions are violated. Weakly dependent processes are said to be integrated
of order zero (0), or 1(0). This means that nothing needs to be done to such series
before using them in regression analysis. Unit root processes, such as a random
walk are said to be integrated if order one or I(1). This means that the first
difference of the process is weakly dependent (and often stationary). A time
series that is I(1) is often said to be a difference-stationary process. Thus, when
the model suspect processes are integrated of order one, often first difference is
computed in order to use them in regression analysis. If a time series has a unit
root, a widespread and convenient way to remove nonstationarity is by taking
first differences of the relevant variable. A non-stationary series which by
differencing d times transfers to a stationary one, is called integrated of order d
and denoted as I(d) (Charemza and Deadman, 1997). In fact, when a series Yj;
is integrated of order 1 it means that it is not itself stationary, but that its first
differences are stationary.

For the LLC and IPS approaches, the model shall start by considering
the autoregressions used to obtain the ADF test for each time series in the panel.

Let there be N such series. Then,
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Pi
Aqit = B;rd + qiQit-1 + Z Yij Aqi.t—j + &iv i=12..Nr=201, 2 (1)

i=1

where dio = 0 or du = 1 or de = (1, t)’. Note that the model allows for different
configurations of the deterministic term and different lag lengths for each series.
The choice of each pi may be done by using a general-to-specific procedure
based on either information criteria, such as AIC or the Schwartz criterion, or

on sequentially testing the last coefficient of the AQi,t— j

In the LLC approach, it is assumed that, as opposed to the formulation
in, all the o have a common value,a, so that the null hypothesis to be tested is

that;

Ho: the series contains a unit root (panels contain unit roots)
H,: the series is stationary (panels are stationary)
Thus, an estimator of o is obtained by controlling for the heteroskedasticity
across the time series that make up the panel. The unit root test statistic is simply

the t-ratio of a, adjusted in such a way that it is asymptotically normal under the

null hypothesis.

The starting point of the IPS approach is also the ADF regressions given
in (1). But, the null and alternative hypotheses are different from that of the LLC
approach, where the rejection of the null hypothesis implies that all the series
are stationary. The model now have

Ho:ot1 =a2=...=an=0 vs.
Hi: Some but not necessarily all ai < 0

The test statistic itself is rather simple to compute. Again, after deciding upon

dy and the pi, the study obtain the t-ratios for the ai, ta,- , and calculate their
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arithmetic average, {NT = Z{i it / N . IPS show that fp;7 may be adjusted
to yield an asymptotic N(0, 1) statistic under the null hypothesis;

N
N”Z{rm - Ny E(:a,)]
- . i=1

N 1/2
[N Y var (Ia’)]

i=1

The E(tg,) and var(t,) have been obtained by simulation.

3

Finally, in the case of the Hadri approach, the null hypothesis is the
stationarity of the series instead of nonstationarity. The framework is the one
dealt with in Kwiatowski et al. (KPSS) (1992) for a single series. The models
may now be expressed as,

Qit = Biredre + & 1=1, w.N; r=1,2
where Bir = Biit when r =1 and Bin = (Bi1s, Bi)’ when r = 2. The study assumes

that the intercept, Birs, is generated by a random walk, Bize = Bize-1 + Uit
where E(uit) = 0 and E(u?) = 62 = 0. In other words, the study assumes that
the variances of the ui are the same for every series. Thus, the hypothesis to be
tested becomes, Hy: 62 = 0 stationarity in all units
vs. H; 62 > 0 unitrootin all units

However, the model may assume that E(gi) = 0 and E(e%) = o2 > 0;

i.e., that the variances of the € may not be the same for every series. The study

may also account for the fact that the €i: may be autocorrelated by considering

the long-run variances of the € and estimate them as

6’;_2“ 'ézt +2 Z W]',q (T 1 Z slt 8| t—j )

t—'|+2
where the wy; are weights used to ensure that the G2, are always positive. In

our applications, the study uses the Bartlett weights, which may be expressed as

wg =1- ((k+1)) The resultant statistic to test Ho would, then, simply be the

122



average of the individual KPSS statistics for each series. Hadri shows that this
statistic, appropriately standardized, will be asymptotically N(0,1) under the
null hypothesis.

The problem of dependence between the series that make-up the panel
has several implications: (i) As O’Connell (1998) showed, panel unit root tests
will over reject the null hypothesis of a unit root; there will be an upward bias
in the size of the tests, giving the impression of high power. Such distortions in
size will come about, particularly, if the dependence is due to cross-unit
cointegration (Banerjee, Marcellino and Osbat, 2001). (ii) If the unit root null
were not rejected, this would imply that there exists N independent unit roots.
But, if these series have common stochastic trends, the number of unit roots
would be less than N (Bai and Ng, 2001b). The procedures the study used are
designed to remove this dependence so that most, if not all, of these implications
no longer hold. The solution to deal with the problem of dependence are the
LLC, IPS and Hadri. They assume that, in addition to a series specific intercept
and/or trend term as given in (1), there is a time specific intercept that may be
estimated by taking the average across the series at each point in time. In other
words, this dependence is accounted for by calculating q; = Z{":l git, t=
1,..T and subtracting it from each cross-sectional observation at point t;
namely, for each t, using git — Q¢ instead of g, in the calculations given above.
This correction will not remove the correlation between the series, but, as

Luintel (2001) demonstrates, it may reduce it considerably.
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Cointegration Test

Having confirmed the panel integration order or panel stationarity level
of our variable series, the next step is to test for the presence of cointegration
among the variables in the panel. The panels are tested using residual based test
of Pedroni (1999) and error correction test of Westerlund (2007) which is more
based on structural dynamics of panels rather than their residuals. The common
point of the two tests is that they produce single cointegration relation in panel

setting. (see Pedroni, 2004; Chiawa and Asare 2009).

Consider the following regression equation

yie = @ + Ot + PriXyie + oot Brixric + e wherei=1,,,, N;=1,,,,,T,
y;e and xi,t=(x1i,t,,,,,xki,t) are assumed to be integrated of order one. The
parameters &; and §; are the individual and time effects, which are set to zero if
they do not exist in the data. Under the null hypothesis of no cointegration, the
residual e;; will be I(1). The approach here is to obtain the residuals by running
the auxiliary regression. Pedroni (1999) proposed seven residual based tests for
panel cointegration and derived the asymptotic distributions for the tests. He
explored the small sample performances of the seven different statistics to test
panel data cointegration. Four of the seven statistics are based on pooling the
data and are referred to as “Within dimension” (Panel) tests, and the last three
are “Between dimensions” (group) tests. These tests are based on the
assumption of heterogeneous cointegration relationships between individual
members and are defined as Within Statistics.
Westerlund (2007) developed four new panel cointegration tests that are based
on structural rather than residual dynamics and, therefore, do not impose any

common-factor restriction. The idea is to test the null hypothesis of no
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cointegration by inferring whether the error-correction term in a conditional
panel error-correction model is equal to zero. The new tests are all normally
distributed and are general enough to accommodate unit-specific short-run
dynamics, unit-specific trend and slope parameters, and cross-sectional
dependence. Two tests are designed to test the alternative hypothesis that the
panel is co integrated as a whole, while the other two test the alternative that at
least one unit is co integrated. It takes care of problem of structural breaks in

the panels. The error-correction tests assume the following data-generating

process:

Ayie = 6ide + @i (Vig-1— BiXig-1) + Z?il a; Ay, + Zfiqi Vij DXpe—j +

e;r where t=L,,,, T and i=1,,, N index the time-series and cross-sectional units
respectively, while d, contains the deterministic components, for which there
are three cases. In the first case, d; = 0 so no deterministic terms; in the second
case, d; = 1 and Ay, is generated with a constant; and in the third case, d; =
(1, t) so that Ay;, is generated with both a constant and a trend.

x;¢ is K dimensional vector with the assumption that Ax; . is independent of e;,
and that errors are independent across both i and t. The parameter ; determines
the speed at which the system corrects back to the equilibrium relationship
Vi1 — BiXit-1 after a sudden shock. If @; < 0, then there is error correction,
which implies that y; . and x; ; are co integrated; if &; = 0 then there is no error
correction and, thus, no cointegration. Thus the study can state the null
hypothesis of no cointegration as Ho: a; = 0 for all i. The alternative hypothesis
depends on what is being assumed about the homogeneity of a;. Two of the
tests, called group-mean tests, do not require the a;s to be equal, which means
that H, is tested against H?:a; < 0 for at least one i. The second pair of tests,
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called panel tests, assume that @; are equal for all i and are, therefore, designed

to test Hy versus H:a; = a < 0 :forall i.

Multicollinearity

Multicollinearity is a condition that exists when the independent
variables are correlated with one another. This problem associated with multiple
regression. It distorts the t-tests of the coefficients, making it difficult to
determine whether any of independent variables are linearly related to the
dependent variable. It also makes interpreting the coefficients problematic.
Multicollinearity is a matter of degree. There is no irrefutable test that it is or is
not a problem. But, there are several warning signals:

e None of the t-ratios for the individual coefficients is statistically significant,
yet the overall F statistic is. You could get a mix of significant and
insignificant results, disguising the fact that some coefficients are
insignificant because of multicollinearity.

e Our model checks to see how stable coefficients are when different samples
are used.

e Or, try a slightly different specification of a model using the same data. See
if seemingly “innocuous” changes (adding a variable, dropping a variable,
using a different operationalization of a variable) produce big shifts.

In this research the study used variance inflation factors (VIF) because of
the limitations of the methods also in literature many regression analysts often rely
on VIF. As the name suggests, VIF quantifies how much the variance is inflated.
The variance inflation factor for the estimated coefficient for instance by is just the

factor by which the variance is inflated.
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Let's consider a model with correlated predictors:
yi =Bo +BiXiz + -+ BiXik + o+ Bp-1Xip-1 T €;
Now, again, if some of the predictors are correlated with the predictor Xy, then the

variance of by is inflated. It can be shown that the variance of by is:

o2 1
— X 5
I(Xix-X)”  1-Ry

2 1 M s . .
where R | is the R2-value obtained by regressing the k™ predictor on the remaining

Var(bk )=

predictors. The greater the linear dependence among the predictor Xy and the other

2
predictors, the larger the R value. And, as the above formula suggests, the larger

2 . ) .
the R, value, the larger the variance of bx. The ratio of the two variances

determines how large the variance is.

That gives:
g? w1
var(b) TXix— X2 g - Ri B
Var(b )mi - o2 T o
" 2(Xix — Xi)? 1Ry

The above quantity is what is deemed the variance inflation factor for the Kkt

predictor. That is: VIFi =1 /1-R i Where R iis the R?-value obtained by regressing
the k' predictor on the remaining predictors. Note that a variance inflation factor
exists for each of the k predictors in a multiple regression model. A VIF of 1 means
that there is no correlation among the k™ predictor and the remaining predictor
variables, and hence the variance of by is not inflated at all. The general rule of
thumb is that VIFs exceeding 4 warrant further investigation, while VIFs exceeding

10 are signs of serious multicollinearity requiring correction.
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Conclusion

Three empirical models were used in this thesis. The first one is to model
knowledge of the citizenry as a determinant of stock market development in
emerging economies. The second empirical chapter examines the effect of
institutional quality to stock market development whiles the last empirical

chapter investigates the effect of macroeconomic variables on stock

performance.
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CHAPTER FIVE: EDUCATION AND STOCK MARKET
DEVELOPMENT
Introduction
This chapter examines the effect macrocwnwwb

)4
market capitalization. The emphasjs I'-S'p ),//f/é,

)
market capitalizatipy D _ el ... .o wanci the data was

7_,,.4,.,;'elati'6/r’1- to the normality of the distribution. A normal

'“di.sfribution has a value of 3. A kurtosis >3 indicates a sharp peak with heavy

tails closer to the mean (leptokurtic). A kurtosis <3 indicates the opposite a flat
top (platykurtic). Looking at the results shown in Table 1, the distributions of
variables were platykurtic and the p-value of the Jarque-Bera test statistic for all
variables were lesser that the 0.05 critical values. The statistical implication of
the Jarque Bera test statistic is that the null hypothesis was rejected and the
alternative hypothesis was accepted since the residuals were normally

distributed.

Table 1 - Descriptive statistic of explanatory variables

Obs Mean Std Min Max  Skewness  Kkurtosis prob

SMC 615 39127 29424 331 1089.2 0.578 2.283  0.001
GDP (millions of §) 615 18.64 1246  6.12  26.13 0.654 2394 0.000
Education 615  68.23 19.04 16.15 87.39 3.275 27.654  0.000

615  78.68 2733 19.37  97.68 3.157 2.947 0.000

EducationxGDP

Source: Field survey, Winful (2016)



markets from emerging markets and this revelation demonstrated the degree of

efficiency of stock market.

Results and Discussion

To perform a pretest to ensure there is a stationary cointegration
relationship among variables, it was assumed that ability of an individual to
invest (E) and GDP data to be nonstationary. Therefore to proceed with the OLS
estimations, our study investigated the time series properties of the variables by
utilizing unit root test and to test for the existence of a stochastic trend in the
adapted regression model. This is equivalent to the testing of the null hypothesis
and this can be established by testing for the unit root test. The motivation for
this approach is the research expositions such as Fosu, Bondzie and Okyere
(2014), when they applied the ADF test and the unit-root testing on the ADF
test. In consistent with these expositions, the study determine the stationarity of
variables using the following tests; LLC, Breitung, IPS and Hadri. The
stationarity test ensured that the statistical properties of the selected variables
did not change overtime. Additionally, the stationarity estimation on
nonstationary variables had the tendency to give a misleading parameter
estimate of the relationship between independent variables and stock market
returns, and therefore the test was necessitated by this condition.

Stationarity is important for estimation: applying least squares
regressions on nonstationary variables can give misleading parameter estimates
of the relationships between variables. Finally, the study checked for
narity to enable me make an accurate prediction in forecasting the effect

statio

of the explanatory variables on the stock market performance. Because

stationarity test are sensitive to lag length of the series, a maximum lag order of
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2 is selected based on the Schwarz information criterion as shown in Table 2

below.

Table 2 - Lag Selection Test (SMC, GDP and Education)
Lag logL AlIC SC HQ

0 -5461.717 65.834 6593  65.873
-4262.678 51.158 51.735 51.393
-4138.535 49919 50.976* 50.348
-4086.301 49.579 51.116 50.203*
-4069.005 49.675 51.693  50.495
5  -4042.853 49.661 52.159 50.675

W N e

* indicates lag order selected by the criterion
Source: Field survey, Winful (2016)

The statistics are asymptotically distributed as standard normal with a
left hand side rejection area, except on the Hadri test, which is right side. A *
indicates the rejection of the null hypothesis of nonstationarity (LLC, Breitung
IPS) or stationarity (Hadri) at least at 5% level of significance. The result of the
stationarity test is as shown in Table 3 below. Comparing test statistic value
with that of test critical value at 5% significance and considering p-value the
study found that all three variables had unit roots. This is because the absolute
values of the tests statistic for each of these variables were lesser than the
absolute variables of the test critical values at 5%. In addition, the p-values
corresponding to each of the test statistics for all variables were greater than 5%
(55.11%, 18.37% and 98.63%), respectively. The study fails to reject the null
hypothesis of no unit roots in the data series. All the variables having unit roots

were transformed into first difference to bring stationarity in these data,

thereafter; the modified data used in the multivariate regression model in this

empirical chapter.

132



Table 3 - Panel Unit Root Tests (A)

Variable LLC Test IPS Test Hadri Test
NT T NT T NT T
SMC 0.031 0.178 0328  0.327 0.000 0.0304
(4.53) (6.51) (0.426) (0.457) (12.177 (1.584)
ASMC 0.0000 0.0115 0.0600 0.0000 0.276 0.1754
(4.866) (2.431) (5.481) (4.047) (0.577) (0.781)
GDP 0.047 0.048 0.341 0.304 0.000 0.000
(1.571)  (1.141) (0.754) (0.755) (14.52) (7.915)
AGDP 0.0114 0.000 0.000 0.000 0.235 0.584
(2.141)  (3.552) (5.829) (5.534) (0.677) (-0.597)
Education 0.0000  0.0001 0.0000 0.0003 0.106 0.088
(3.471) (3.147) (3.407) (2918) (1.054) (1.113)
A Education 0.0142  0.1092 0.0012 0.0123 0.177 0.166

(1.241)  (1.188) (2407) (2318)  (1.24)  (1.003)
EducationxGDP  0.0771  0.0472 0.0889 00123  0.185  0.137
(1.241)  (1.188) (1.407) (2318)  (1.23)  (1.003)
A EducationxAGDP 00142 0.1092 0.0012 0.0123  0.177  0.166
(1241)  (1.188) (2.407) (2318)  (1.24)  (1.003)

All the variables are tested at 5% level of significance and the p —values
displayed with their corresponding t- statistic in parenthesis.
Source: Field survey, Winful (2016)

In order to ascertain whether or not the variables were integrated or not,
our study carried out the test at first difference. The results shown in above
indicated that all the variables were stationary at first difference, meaning that
they all had one unit root and represented a stable (1) series. The study found
that the p-values of all variables are less than 5%, the absolute values of the test
statistics for all variables were also found to be greater than their corresponding
test critical values at 5%. This implied that the null hypothesis of all the
variables each having unit roots at first difference could not be accepted at 5%
significance level. Hence, our study concludes that at first difference all
variables, represented a stationary series integrated of first order, I (1).

In this empirical chapter, the study examines Education (E) - ability of
individuals to invest - and GDP on stock market performance. Since Education

and GDP are not static, the tendency for multicollinearity to pose some

problems with respect to the independent variables strengths. Multicollinearity
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exists when the predictive variables, in this case the chosen independent
variables are correlated. Generally, the rule is that in a correlation matrix, a
range of -0.70 and a + 0.70 is acceptable (Kuwornu, 2012). In order to check
multicollinearity among independent variables, a suggested rule of thumb is that
if the pairwise correlation between two regressors is very high in excess 0of 0.7,
multicollinearity may pose serious problem. The study conducted a test for
multicollinearity based on Pearson’s correlation analysis. The test was
conducted on the sample data based on one of the basic assumptions underlying
OLS estimation that regressors should not be mutually correlated. If more than
one of them is correlated with others, multicollinearity is said to exist. The logic
behind this assumption of no multicollinearity and the need to carry out the test

is that, if two or more independent variables are linearly dependent on each

other, one of them should be included instead of both, otherwise, it will increase

standard error thereby making my results biased.

Since the correlation numbers are lower than 0.7 as shown in Table 4
below, the results clearly showed that none of the independent variables were
highly correlated hence the study could assume that there is no existence of

serious multicollinearity amongst independent variables.

Table 4 - Pearson correlation matrix

- SMC E GDP ExGDP
SMC 1
Education 0.242* 1
GDP 0.638%* 0.517* 1
EducationxGDP 0.681* 0.547** 0.412 1

TR Correlation is significant at 1%, 5% and 10% level respectively (2-tailed).
Source: Field survey, Winful (2016)
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The study performed further test to measure the impact of collonearity
among the independent variables through the application of the Variance
Inflation Factor (VIF). The set rule for this thesis is that, the (VIF) =1/Tolerance
and the VIF >=1. The VIF test was performed in order to measure the extent to

which the regressors were related to other regressors and to find out how the

relationship affected the stability and variance of the regression estimates.
The tolerance factors for the two independent variables Education (E)
and GDP are high (0.726 and 0.861, respectively) with the associated VIF

values of 5.81and 6.52 respectively, which are low compared to the “rule of

thumb” VIF value of 10. This indicates that even though multicollinearity is

present it is insignificant in affecting the stability and the variance of the

regression estimates with average VIF factor of 6.16.

The first column of Table 5 is the regression where the study determines

the relationship between explanatory variables (ability of individual to invest in

an economy, GDP and interaction of ability of individual to invest and GDP)

with the dependent variable (stock market capitalization) using the variables in
levels. The study also test the validity of the regression model 1 by testing
whether all parameters are equal to zero. If at least one of the parameters is not

equal to zero (0), the model does have some validity. A large value of F indicates

that most of the variation in stock market capitalization is explained by

Education and GDP. A small value of F indicates that most of the variations in

stock market capitalization are unexplained by GDP, E and their interaction. To

determine rejection region of a 5%, there is a great deal of evidence to infer that

the model is valid. Analyses of variance with F-test of probability of zero means

that the model fit the data set and that E and GDP are linearly related to stock
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market capitalization. The relationship between E and SMC is expressed by
1.306 with a standard error of 0.358 which yields a t-statistic of 3.65. The
relationship between GDP and SMC is also described by a coefficient of 1.24
with a standard error of 0.134. For both variables there is enough even to
conclude that there is significant linear relationship between them and SMC.
The signs are all as expected. The interaction between E and GDP is also
significant in explaining SMC variability. That is there is significant evidence

to conclude that GDP complement E in explaining variability in SMC.

Table 5 - Coefficient of Education on Stock Market Performance (Levels)

Variable OLS OLS (Rob) FGLS
. 1.306*** 1.306** 0.096***
Education 096
(0.358) (0.454) (0.008)
GDP 1.240%** 1.240* 0.582%**
(0.13:1 (0.488) (0.222)
EducationxGDP 0.079 0.079** 0.042%**
(0.022 (0.030) (0.012)
Constant 11.140%** 11.140*** -16.253%**
(2.897) (3.751) (2.745)
Obs 615 615 615
Number of groups 41
Adj R-square 0.415 0.415
Prob F 0.000
AR(1) 0.8644
Wald chi2 871.14
Prob 0.0000

Dependent variable SMC; * p<0.1, ** p<0.05, *** p <0.01
Source: Field survey, Winful (2016) '

An R-square of 0.415 implies that the model is able to explain 41.5% of

the variations in SMC. F-value of 48.46 with a probability 0.000 implies the

data set fits the model. Breusch-Pagan test of a large chi-square 44.97 implies

that heteroskedasticity is present.

The second column of Table 5 shows the OLS result corrected for

heteroskedasticity. In the regression model, the reported t-statistics are based on

White (1980)’s heteroskedasticity-consistent standard errors and covariance
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Such robust standard errors can deal with a collection of minor concerns about
failure to meet assumptions, such as minor problems about normality,
heteroscedasticity, or some observations that exhibit large residuals, leverage or

influence. For such minor problems, the robust option may effectively deal with

these concerns.

Column two of Table 5 gives the robust option. The point estimates of

the coefficients are exactly the same as in ordinary OLS, but the standard errors

take into account issues concerning heterogeneity and lack of normality. In this

particular example, using robust standard errors did not change any of the

conclusions from column one Table 5.

Since the model fits the data as well, and that the required conditions are
satisfied, the study interpret the individual coefficients in model 1. Our study
needed to use inferential methods to draw conclusions about the population. The

intercept is bo=11.14 is the average stock market capitalization when GDP and

E are zero. This value is misleading to interpret since the value zero is outside

the range of values of independent variables.

The relationship between stock market capitalization and E is described

by bi=1. 306. From this number, the study presents that each additional increase

in the E in an emerging market, stock market capitalization increases on average

b

held constant. To test whether there is sufficient evidence to infer that in the

y 1.306, assuming that the other independent variable in this model (GDP) is

linear regression model, E and stock market performance are linearly related the

study test the hypothesis that Bi = 0 against an alternative Bi > 0. The value of

the test statistic of 7.28 with an associated p-value of zero (0) shows that there
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is overwhelming evidence to infer that the E in emerging market and stock
market performance are linearly related. The sign is as expected

The coefficient ba=1.24 specifies that for each additional GDP growth
or increase, the average stock market capitalization increases by 1.24%
assuming the constancy of E. The nature of relationship between stock marke;
performance and E and between stock market performance and GDP was
expected. The value of the test statistic t=2.62 with p-value of zero (0) shows
that there is evidence to conclude that GDP and stock market performance of
emerging economies are linearly related at 5% significance level. GDP is
important to the stock market in that it serves as a measure of the health of the
economy. As a rational stock market investor, a rise in the level of GDP (a
positive growth rate) from one period to the next would suggest that firms on

the whole are performing positively. This aggregate performance of fi
irms

allows for more reinvesting which should ultimately lead to higher future
earnings and stock prices. An increase in GDP from one period to the next
should also increase the level of the stock market performance because
consumers in general have more purchasing power and would likely devote
rd stock market investment, ceteris paribus. In this regard

more income towa

GDP acts as a proxy for the purchasing power of Education (ability of
ility o

individuals to invest).

The study also run another model of equation 35 by introducing th
ng the
interaction effect of GDP and E on the relationship in equation 35 to det
etermine
whether the interaction have significant effect on the relationship. Th
. That is our

study suspect that gross domestic product moderate the effect of E
on stock
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estimated effect a GDP=18.64, along with its standard error. Running this new

regression gives the standard error of the coefficient f; + f33(18.64) = 2.75 as
0.953 which yields a t=2.92). Therefore at the average GDP (GDP), the study
concludes that E has a statistically significant positive effect on stock market
capitalization. The variable of interest E is also positive and significant as

expected indicating that higher level of E are associated with stock market

development. This outcome indicates that E is good predictors of stock market

development in emerging countries. The coefficient of 1.306 of the E is

misleading because it does not account for the effect of GDP on E which then

affect stock market capitalization.

R square value of 0.415 indicated a moderate correlation between

aggregate stock market performance and the two independent variables in

model 1. The R square indicated that about 41.5% of fluctuations in stock

market performance are accounted for by E and GDP while the 58.5% could be

explained by other factors not related to the chosen independent variables. The

adjusted R square (0.415) showed that the relationship is an actual one and not

merely due t0 spurious regression problem.

In the presence of autocorrelated errors, as long as the explanatory

variables are strictly exogenous, the OLS estimators are unbiased. This is

analogous to our results in the case of heteroskedasticity, where the presence of

heteroskedasticity alone does not cause bias or inconsistency in the OLS point

estimates. However, following that parallel argument, the study is more

concerned with the properties of our interval estimates and hypothesis tests in

the presence of autocorrelation. The Durbin ~Watson statistic obtained by

running the analysis using the data series at level has a value of (d=0.217394 <
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1), providing evidence of high presence of positive serial correlation among
residuals, again indicating that successive error terms are, on average, close in
value to one another. In effect, Durbin-Watson test indicates the presence of
high serial correlations in the regression residuals at level, providing further

evidence on the non-stationarity of the data series and affirming the need to

make them stationary.

The presence of positive serial correlation implies that our OLS
coefficients are still unbiased and consistent but inefficient because there is no

lagged dependent variable (SMC) on the RHS as an explanatory variable.

Forecasts inefficient, variances of coefficients biased and tests are invalid and

R2 overestimate the fit, indicating a better fit than actually present, and t values

imply significance when in essence insignificant coefficients. Breusch-Pagan

test of a large chi-square 46.34 implies that heteroskedasticity is present.

To improve upon our results the study runs OLS with serial correlation
and heteroskedasticity using GLS estimating technique. Generalized least
squares (GLS) allow models with heteroskedasticity and no cross-sectional

correlation and the results are shown in column three of Table 5. This technique

also confirms that E, GDP and its interaction are significant in explaining the

variations in SMC. Wald chi2 p-value of 0.000 implies the model fits the data

set.
Comparing column three with column one our study realizes an

jmprovement in the result. The parameters were overestimated under column

one due to the presence of serial correlation and heteroskedasticity. One percent

increase in secondary school enrolment is associated with 0.096% increase in

SMC. The partial effect of E on SMC is 0.88. That is percentage increase given
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Regression of the first difference of model 1 using dynamic ordinary
least squares technique gives the result in Table 7 column one below. The result

improves that of column three of Table 7 because of the smaller coefficients and

Newey standard errors recorded. This implies the result from Table 5 is

overestimated and that the t-values and standard errors are not reliable. From

Table 7 column one the explanatory variables are still significant and signs as
expected. The wald chi-square test is used to test the probability that the
correlation coefficients for all the variables included in the models are zero. The

study test the validity of the regression model by testing whether all parameters

in each model are all equal to zero. If at least one of the parameters is not equal

to zero (0), the model does have some validity. The wald chi-square value of

47.3 with a p-value of 0.000 implies that data set fit the model. The model is

able to explain 31.9% of the variations in SMC. Using DOLS the study is able

to circumvent the problem of endogeneity between y;; and x; and serial

correlation between Uit and v;; (see Kao and Chiang, 2000; and Erikson 2005).

n and Stock Market Performance (Difference)
DOLS Newey-West

Table 7 - Educatio

Variable
T AE 0.038** 0.013%**
0.014) 0.004)
AGDP 0.109** 0.109**
(0.041) (0.039)
AExAGDP 0.009%* 0.004***
(0.003) (0.001)
- Obs 614 614
Number of groups 41
R-squared 0.319
Adj R-square 0.314
F(3, 610) 19.54
Prob 0.000
wald chi2 47.3
Prob 0.000
Wriable SMC: *p<0.1, ** p<0.05, *** p<0.01

Source: Field survey, Winful (2016)
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are serial uncorrelated. That is the study reject null hypothesis and conclude that
the data does have first-order autocorrelation. Breusch-Pagan test with a large
chi-square 46.15 implies that heteroskedasticity is present. Wald chi2 of
probability of 0.000 implies the data set fits the model well.

To account for serial correlation and heteroskedasticity in the model the
study computes Newey-West estimated standard error as depicted in Table 7
column two above. Accounting for serial correlation and heteroskedasticity
there is significant improvement in the result compared with Table 5. One
percent increase in AE leads to 0.038% increase in ASMC. It is again confirmed
that Education (E) complement GDP. The coefficient of the partial effect E on
SMC of 0.088 with Newey-West standard error of 0.029 yields a t-statistic of
3.02. By implication 1% increase AE given average GDP, SMC will increase
by 0.088%. Severe multicollinearity is problematic because it can increase the
variance of the regression coefficients, making them unstable. A VIF of 1.07
for model 1 shows that the coefficients are relatively stable. Breusch-Pagan test
the null hypothesis that the error variances are all equal versus the alternative
that the error variances are a multiplicative function of one or more variables.
uare 0.257 implies that heteroskedasticity is probably not a

A small chi-sq

problem or at least that if it is a problem it isn’t a multiplicative function of the

predicted values. Durbin-Waston test is based on the assumption that the errors

in the regression model are generated by a first-order autoregressive process. A

DW test of 1.93 implies the absence of autocorrelation in the error term at 5%

significance Jevel. It is also clear that as the study correct heteroskedasticity and

serial correlation using different estimation techniques, the calculated standard

errors reduce in value which makes the results more reliable. That is the study
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is able to account for different characteristics of the emerging economies

sampled for this thesis.

Conclusion

The model suggests that ability of individual to invest per labor force

and economic growth can make a statistically significant and economically

meaningful contribution to stock market development. This study conforms to

the theoretical postulation and the study of Ali (2011) and Yartey (2008). It is

clear from these results that countries with high levels of education stand to
benefit more in terms of stock market development. Poor understanding of
issues on the part of the public discourages potential investors from participation
in stock markets. Our work also confirms the findings of Roc (1996) where they

argue that the propensity to invest in shares rises with the level of education.

Higher level of education increases confidence in stock market activities.

The results suggest that policy makers should not expect significant
stock market development if the country’s educational structure is poor. These

results are generally in agreement with the theoretical and empirical literature.

Our findings have important policy implications for emerging countries. Firstly,

education plays a crucial role in stock market development. Policymakers in

emerging economies may initiate policies to foster growth in the number of

secondary school enrolment in emerging economies.

Overall, there is widespread and robust evidence that education plays a

key role in enhancing stock market performance. Therefore, improving

education — and quantitative and qualitative terms — has to be at the heart of

policy measures aimed at raising the stock market performance in a sustainable

manner.
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CHAPTER SIX: INSTITUTIONAL QUALITY AND STOCK MARKET

DEVELOPMENT

Introduction

This study investigates how institutional quality affects the performance
of stock markets of emerging countries. A brief discussion of descriptive

analysis of the elements of institutional quality is presented and their correlation

to stock market performance and then the discussion of results.

Descriptive Analysis of Data

For the descriptive analysis of the macroeconomic variables see page
129 of chapter five. Because of lack of data for institutional quality for periods

before 1996, the study limit this empirical chapter to cover 1996 to 2011.

[nstitutional quality data is sourced from world Governance Indices (WGI) and

Kaufmann et al (2003), who compiled indicators based on several hundred

individual variables measuring perceptions of institutional quality, drawn from

25 separate data sources constructed by 18 different organizations. These

include international organizations (such as the World Markets Research Centre

and the World Bank), political and business risk-rating agencies, think-tanks,

and non-govemmental organizations. To ensure that the distribution of

institutional quality in each country is normal, conditional on the data for that

country Kaufmann et al (2003) use factor analysis. For instance, a useful

interpretation of the reported estimates and standard deviations for each country
is to note that there is a 90% probability that the true level of institutional quality

for a country is in an interval of plus or minus 1.64 times the reported standard

deviation centred on the point estimate itself. The estimates of institutional

ted value of zero, and a standard deviation (across

quality have an €Xpec
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countries) of one. Resulting from the standardization method, the distribution
of unobserved institutional quality is the same in every period, which impose
) S
the restriction that the mean or world average of institutional quality is the sam
e

in each period. Asa result, the indicators are not informative about global trends
i institutional quality, although they are informative about changes in
countries’ relative positions over time. This motivates the use of panel.

Under the theoretical model, the value of institutions to shareholders
results from their regulation of transaction and agency costs. The institutional

quality indicators are a reflection of the ability of institutions to effectivel
Y

support the minimization of these costs, ultimately borne by shareholders. Th
. The

indicators compose measures of the proper regulation of markets and the degr
ee

of systemic corruption.

Table 8 below provides descriptive statistics for the institutional quality

indicators for the years 1996 to 2011. The mean of the institutional quality

indicators should, by definition, be zero due to the standardization process i
in

their construction. However, the sample of countries selected based
on

availability of stock market data results in a positive mean for each of th
c

institutional quality indicators. The extremity of the institutional quality
i

indicator range is approximately -2.5 and 2.5 with lower values representativ
e

of poorer governance scores. Differences across countries in the margins of
so

error associated with governance estimates are due to two factors: (i) cros
. S-

country differences in the number of sources in which a country appears, and

(ii) differences in the precision of the sources in which each country appears

Of 41 emerging economies studied, countries like Uruguay, Slovenia, South

Africa, Slovenia, Romania, Slovakia Rep, Poland, Panama, Malaysia, Jordan
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Hungary, Czech Republic, Costa Rica, Chile, Bulgaria, Brazil and Botswana on
the average are classified as countries with good institutional quality. On the
other hand twenty five (25) of countries were cited as countries with poor
institutional quality because on the average institutional quality were negative
for these countries. Differences across countries in the margins of error
associated with institutional quality estimates are due to two factors: (i) cross-
country differences in the number of sources in which a country appears, and
(ii) differences in the precision of the sources in which each country appears.

Table 8 - Descriptive statistic of explanatory variables

Obs Mean Std Min max Skewness kurtosis prob
SMC 615 39127 29424  33.1 1089.2 0.578 2.283 0.001
GDP 615 18.64 1246  6.12 26.13 0.654 2.394 0.000
cC 615 -0.184 0.644 -1.488 1.553 0.741 2.331 0.003
VA 615 0.0186 0.727 -1.857 1.318 0.569 2.394 0.001
RL 615 -0.153 0.676 -1.841 1.358 0.664 2.161 0.000
RQ 615 0.070 0.685 -2.210 1.645 0.791 2.443 0.000
PA 615 -0.357 0.873 -2.412 1.206 0.599 2.501 0.002
GE 615 0.007 0.594 -1.516 1.278 0.604 2.614 0.001
IQ 615 -0.1 0.623 -1.579 1.248 0.591 2.322  0.000

Source: Field survey, Winful (2016)

Of all the elements of institutional quality voice and accountability,
regulatory quality and then government effectiveness had positive mean values
for the period under consideration. In other words for the countries sampled for
this thesis, institutional quality in relation to these areas were strong on the
average. The element of institutional quality with the highest standard deviation
is political stability. There exists high correlation for each of the governance

indicators for the entire period as a whole, and similarly for each individual

period. The CC indicator and the RL indicator have the highest correlation

amongst indicators for all periods.

149



On institutional quality, Government Effectiveness has the highest
positive average score, followed by Regulatory Quality, Rule of Law, Voice and
Accountability, and Control of Corruption. Given that higher score corresponds
to better outcomes, the negative average score of Political Stability and Absence
of Violence points toward the increasing likelihood of politically-motivated
instability in a country. In addition, Political Stability and Absence of Violence
score has the highest standard deviation, indicating that political stability varies

substantially across countries.

Correlation of institutional quality variables

The six governance indicators have very high positive correlations with
each other, indicating potential problem of multicollinearity if all of the
governance indicators are included in one regression model. This is shown in
Table 9 below. Correlation of the first difference of the macroeconomic
variables and the institutional quality variables improves the potential problem
of multicollinearity shown in the appendix 4. It could deduce from that appendix

that as macroeconomic variables are made stationary, their correlation with

institutional quality variables is reduced significantly.
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The results show that SMC, GDP, IQ and all the elements of IQ contain
unit roots at level. However, at first differenced, the panels are said to be
stationary, though there may be possibility of nonstationary series in a stationary
panel as the panel unit root test will not identify the particular series that is not

stationary. The results were confirmed by the other tests of panel unit root.

Control of corruption

The control of corruption indicator is decided by the frequency of

corruption, cronyism, government efforts to tackle corruption, and the internal

causes of political risk and mentality including xenophobia, nationalism

corruption, nepotism, and willingness to compromise.

To determine and explain the coefficients in levels model 2 where the

study establishes the relationship between explanatory variables (GDP, CC and

CCxGDP), the study needs to determine how well the model fits the sample

data. The least squares method procedures even though produces the best

straight line, there may be no relationship or nonlinear relationship between the

two variables. If the model’s fit is poor there will be no need for further analysis

of the coefficients of the model but rather all efforts should be channeled to

improve upon the model. the study used three statistics to assess the model’s fit

These are standard error of estimates, coefficient of determination, and the F-
test of the analysis of variance.
The smallest value that standard error of estimates can assume is zero

(0), which occurs when SSE is equal to zero (0). That is, when all the points fall

on the regression line. Thus when standard error of estimate is small the fit is

excellent, and the linear model is likely to be an effective analytical and

forecasting to0- If standard error of estimate is large, the model is a poor one.
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Our study judges the value by comparing it to the value of dependent variable
stock market capitalization. In Table 11 column one, since the root MSE is
0.237 is relatively smaller than stock market capitalization, it does appear that
the standard error of estimate is small hence the model is good fit of the data
sample. This result is confirmed by coefficient of determination of 0.481. This
means the 48.1% of the variations in stock market capitalization is explained by
the model. This implies that 51.9% of the variations in SMC is not accounted
for by the model as depicted in the result column one of Table 11 below.

To test the validity of the linearity of model 2 in column one of Table
11, the study set all the parameters, be equal to zero. That is whether GDP, CC
and the interaction of CC and GDP are linearly related to stock market
capitalization. If at least one of the parameters is not equal to zero (0), the model
does have some validity. A large value of F indicates that most of the variation
in stock market capitalization is explained by GDP, CC and their interaction. A
small value of F indicates that most of the variations in stock market
capitalization are unexplained by the explanatory variables in this model.
Analyses of variance with F-test (47.33) of probability zero means that the
model fit the data set and that gross domestic product and institutional quality

are linearly related to stock market capitalization. Average variance inflation

factor (VIF) of 4.29 implies the effect of multicollinearity is minimal and the

coefficients reasonably stable.
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Table 11 - Control of Corruption and Stock Market Performance (Levels)

Variable OLS OLS Rob FGLS
GDP 0.877*** 0.877*** 0.671%**
(0.281) 0.277) (0.226)
CC 0.076** 0.076** 0.055%*
(0.025) (0.022) (0.014)
CCxGDP 0.009 0.009** 0.006**
(0.011) (0.003) (0.002)
Constant 6.574%** 6.574*** 3.114**
(1.572) (1.592) (0.860)
Obs 615 615 615
Number groups 41
R-squared 0.481 0.481
Adj R-square 0.453
Prob F 0.000 0.000
AR(1) 0.8797
Wald chi2 788.91
Prob 0.0000

Dependent variable SMC; * p<0.1, ** p <0.05, *** p <0.01
Source: Field survey, Winful (2016)

Model 2 of Table 11 above is the regression where the study determines
the relationship between explanatory variables (GDP, CC and CCxGDP) with

the dependent variable (SMC) using the variables in levels. Our study also test

the validity of the regression model 2 by testing whether all parameters are equal

to zero. If at least on€ of the parameters is not equal to zero (0), the model does

have some validity- Column one of Table 11 gives the OLS result. A large value

of F indicates that most of the variation in stock market capitalization is

explained by GDP, CC and CCxGDP. A small value of F indicates that most of

the variations in stock market capitalization are unexplained by GDP, CC and

ccxGDP. To determine rejection region of a 5%, there is a great deal of

evidence to infer that the model is valid. Analyses of variance with F-test of

bility of zero means that the model fit the data set and that GDP, CC and

proba

CCxGDP are linearly related to stock market capitalization.
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column one. The relationship between GDP and SMC is also described b
ribed by a

coefficient of 0.877 with a standard error of 0.281. For both variables th
ere is

en i siomi
ough even to conclude that there is significant linear relationship betw:
een

them and SMC. The signs are all as expected. The interaction between CC and
an

GDP turn out not to be significant in explaining variability SMC. That is th
. is there

is no significant evidence to conclude that GDP complement CC in explai
explaining

variability in SMC.

Breusch-Pagan test of a large chi-square indicate that heteroskedasticity
i

is present. In this model, the chi-square value of 34.82 is large, indi
. , indicating

heteroskedasticity is a problem. DW test of 1.13 implies the errors ai 1
re serially

correlated. VIF of 4.8 implies that the estimated coefficients are relativel
ely not

stable due to presence of multicollinearity.

From column two of Table 11 the study correct for probl
em

heteroskedasticity. The result shows that the relationship between CC and SM
an C

can be describe by 0.076 with robust standard error of 0.022 which yield
. yields t-

stic of 3.45 assuming all other variables control for in the model is ©
zero (0).

stati

This implies that CC has positive effect on SMC and there is enough evid
evidence

to infer a linear relationship. The relationship between GDP and stock
ock market

performance is also described by 0.877 with a standard error of 0.277 wh
. which

yields t-test of 3.16 all other things being equal. The signs for CC and GDP
are

as expected. The coefficien

the study corrected heteroskedasticity problem. This impli
. ies

t of the interaction term now becomes significant

and positive when

that GDP complement CC in explaining the variations in SMC
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Since the interaction term is significant the interpretation of the
parameter of CC can be tricky. To determine the effect of CC the study
calculated the partial effect of CC given the average GDP of 18.64 is described
by 0.244 with a robust standard error 0.092 which yields a t-statistic of 2.66.
Therefore at the average GDP, the study concluded that CC has statistically
significant positive effect on SMC. That is 1% enhancement in CC leads to

0.51% increase in SMC of emerging economies. This supports the work of

Mutenheri & Green (2003).

In the presence of autocorrelated errors, as long as the explanatory
variables are strictly exogenous, the OLS estimators are unbiased. This is

analogous to our results in the case of heteroskedasticity, where the presence of

heteroskedasticity alone does not cause bias or inconsistency in the OLS point

estimates. However, following that parallel argument, our study will be

concerned with the properties of our interval estimates and hypothesis tests in

the presence of autocorrelation.

A DW test of 1.021 implies the presence of positive autocorrelation in

the error term at 59% significance level. That is the error covariances are not zero

(0) and this will underestimate the variance of the parameters in the model and
pothesis when it is true. Breusch-Pagan test

also can cause use to reject null hy

the null hypothesis that the error variances are all equal versus the alternative

that the error variances are a multiplicative function of one or more variables
The large chi-square of 34.82 indicates that heteroskedasticity is present. The
presence of heteroskedasticity alone does not cause bias or inconsistency in the

OLS point estimates. With the F-statistic of 69.24 which yields F-probability of
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0.000 our result shows the model fit data. The test for serial correlation and

heteroskedasticity reject the null hypothesis for the two tests.
The presence of positive serial correlation implies that our OLS

coefficients are still unbiased and consistent but inefficient because there is no

lagged dependent variable (SMC) on the RHS as an explanatory variable.

Forecasts inefficient, variances of coefficients biased and tests are invalid and

R2 overestimate the fit, indicating a better fit than actually present, and t values
imply significance when in essence insignificant coefficients. The study are

more concerned with the properties of our interval estimates and hypothesis

tests in the presence of serial correlation. OLS is no longer BLUE in the

presence of serial correlation, and the OLS standard errors and test statistics are

no longer valid, even asymptotically.

Since the study recognize that OLS cannot provide consistent interval

estimates in the presence of autocorrelated errors, if the study assume strictly

exogenous regressors the study may be able to obtain an appropriate estimator

through transformation of the model. If the errors follow the AR(1) process in

. ol
(1), the study determines that Var(ug) = ¢ / (1 - p2) To improve upon the

result the study estimate allowing for the presence of autocorrelation and

heteroskedasticity in the model using FGLS. The result as shown in column

three of Table 11 confirms that GDP complement the effect of CC on stock

market performance. The partial effect of 0.167 is an improvement on the robust

OLS result which was over estimated. By correcting for heteroskedasticity and

serial correlation of the error term the study improve on the reliability of our

result. That is difference in the characteristics of the economies sampled does

not bias the result.
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Breusch-Pagan test of a large chi-square of 47.33 indicates that

heteroskedasticity is present. DW test of 1.07 implies the errors are serially

correlated.

The stationarity estimation on nonstationary variables had the tendency
to give a misleading parameter estimate of the relationship between independent
variables and dependent variable. Even though there are statistical evidence to
show that CC and GDP influence SMC the study cannot draw a firm conclusion
based on this result because the regression result displayed were based on levels,
nonstationary data series and could represent a spurious problem. Due to fact
that the variables SMC and CC are nonstationary, the study find the first
difference of the variables. The result from Table 10 above shows that the first
difference of the variables is stationary. The pearson correlation matrix of first
difference of the variables improves the problem of multicolinearity since the

correlation coefficients are relatively lower with respect to the variables in

levels as shown in appendix 4.

Even though there are statistical evidence to show that CC and GDP
influence SMC the study cannot draw a firm conclusion based on these results

because the regression results displayed were based on level, nonstationary data

series and could represent a spurious problem. It is also established in literature

that stationary and weakly dependent data is able to correct the effect of serial

correlation on goodness of fit measures, R-squared and adjusted R-squared. Due

to fact that the variables are non stationary, the study found the first difference

of the variables. The result from Table 10 above shows that the first difference
of the variables is stationary. Also to circumvent the problem of endogeneity
between y;r and %ie: and serial correlation between u; and vy, the DOLS
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estimator becomes necessary as OLS will be biase and inefficient. The result of

DOLS estimation is given in Table 12 below.

Table 12 - Control of Corruption and Stock Market Performance (Diff)

Variable DOLS Newey-West
AGDP 0.661** 0.482**
(0.194) 0.174
ACC 0.006** 0.005**
(0.002) 0.002
ACCxAGDP 0.005** 0.003**
(0.001) 0.001
Obs 614 614
Number groups 41
R-squared 0.336
Adj R-square 0.306
F(3, 610) 19.54
Prob 0.000
Wald chi2 48.3
Prob 0.000

Dependent variable SMC}; *p<0.1, ** p <0.05, *** p < 0.01
Source: Field survey, Winful (2016)

From the Table 12 column one ACC is significant in explaining

variations in ASMC and the sign also as expected. Interaction variable is also

significant confirm that AGDP complement ACC. The partial effect of ACC on

ASMC expressed as 0.099 with a Newey-West standard error of 0.0316 yields

a t-statistic of 3.14. That is as ACC improves by 1% ASMC also increases by

0.099%. These finding confirms the work of Clark (2003) and Ngugi (2003).

The wald chi-square test is used to test the probability that the

correlation coefficients for all the variables included in the models are zero. Our
study test the validity of the regression model by testing whether all parameters

in each model are all equal to zero. If at least one of the parameters is not equal
to zero (0), the model does have some validity. A large value of wald chi-square
of 788.91 indicate that variations in stock market capitalization is explained by

the models. At 5%, there is a great deal of evidence to infer that the model is
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valid. Analyses of variance with wald chi-square -test of probability zero means

that the model fit the data set hence the quality of the regression.
The R-squared of 0.336 implies the model is able to explain 33.6% of
the variations in ASMC. An average VIF of 2.08 shows how stable the estimated

coefficients are. DW 1.06 shows the errors are positively serially correlated and

Breusch-Pagan test of chi-square of 33.67 indicates the heteroskedasticity is a

problem.

Column two of Table 12 presents Newey-West estimation result. This
would indeed be the proper procedure to follow since it is suspected that the

variables possessed a unit root in their time series representation. Newey-West

standard errors in a time series context are robust to both arbitrary

autocorrelation (up to the order of the chosen lag) as well as arbitrary

heteroskedasticity.

Regression of the first difference of model 2 with ACC gives the result

in Table 12 column two above using Newey-West techniques. In all cases the

variable of interest ACC, is significant given an average AGDP. The result

improves that of column one above because of the smaller coefficients and
standard errors recorded. The relationship between ACC and ASMC given

average AGDP is described by 0.061 with a Newey-West standard error of

0.0199 which yields a t-statistic of 3.06. In all cases there were enough evidence

to believe that there is significant linear relationship between ACC and ASMC

and AGDP and ASMC. F-value of 19.54 with F-probability of 0.000 implies that
the model fits the sample data. A small chi-square 0.258 implies that

heteroskedasticity is probably not a problem or at least that if it is a problem it
of the predicted values. DW of 1.84 indicates that

isn’ta multiplicative function
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the errors are not serially correlated which by implication the regression result

is not spurious. A VIF of 1.8 implies the estimated coefficients are relatively

stable.

Voice and Accountability
Voice and accountability is the degree of citizen participation in
government and in the policy making process. To establish the relationship

between explanatory variables (GDP, VA and VAxGDP), the study needs to

determine how well the model fits the sample data.

Table 13 - Voice & Accountability and Stock Market Performance (Levels)

Variable OLS OLS Rob FGLS
GDP 0.751 0.751 0.481
(0.241) (0.227) (0.174)
VA 0.064 0.064 0.042
(0.149) (0.019) (0.017)
VAxGDP 0.011 0.011 0.011
(0.042) (0.003) (0.004)
Constant 4.812 4.812 3.341
(1.021) (0.924) (0.977)
Obs 615 615 615
Number groups 41
R-squared 0.415 0.488
Adj R-square 0.411
F value 48.15 66.4
Prob F 0.000 0.0000
AR(1) 0.8649
Wald chi2 854.13
Prob 0.0001
~ Dependent variable SMC; * p <0.1, ** p <0.05, *** p <0.01
Source: Field survey, Winful (2016)

Column one of Table 13 is an OLS regression where the study determine

the relationship between explanatory variables (GDP, VA VA*GDP) with the

dependent variable (SMC) using the variables in levels. Analyses of variance

with F-test of probability of zero means that the model fit the data set and that

GDP, VA and VAxGDP are linearly related to stock market capitalization.
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The relationship between VA and SMC is expressed by 0.064 with a

standard error of 0.149 which yields a t-statistic of 0.43. The relationship
between GDP and SMC is also described by a coefficient of 0.751 with a
standard error of 0.241. The linear relationship between the interaction variable

(VAxGDP) is also described by 0.011 with a standard error of 0.042. The signs

are as expected but there are not enough evidence to conclude that there is

significant linear relationship between VA and SMC and VAxGDP and SMC

at 5% significance level. This could be explained by the difference in growth

rate of the emerging economies sampled. In the case of GDP there is enough

evidence to conclude that there is significant linear relationship between them.

The R-square of 0.415implies the model is able to explain 41.5% of the

variations in SMC. DW of 0.961 shows the errors are positively serially

correlated and Breusch-Pagan test of a large chi-square indicate that

heteroskedasticity is present. In this model, the chi-square value of 46.39 is

large, indicating heteroskedasticity is a problem.

Column two above of Table 13 the study correct for problem

heteroskedasticity using robust standard error. The relationship between VA

and SMC is described by 0.064 with a standard error of 0.019 which yields a t-

statistic of 3.44. That is there is significant evidence that there is linear

relationship between VA and SMC as shown in column two of Table 13 above.

There is also evidence that GDP complement the effect of VA on SMC.

Because the parameter of interaction variable is significant, it implies

that an improvement in VA yields a higher increase in SMC for economies with

high GDP. To explain the partial effect the study plug in the mean value of GDP

to obtain the partial effect. So at the mean value of GDP, the partial effect of
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VA on stock market performance is bi+ b3 (mean of GDP). That is
0.01140.064(18.64) = 1.2. This means that one percentage increase in the VA

increases stock market performance by 1.2 standard deviations from the mean

SMC.

To test whether the coefficient of the interaction term (1.2) is statistical

different from zero (0), the study rerun the regression, where the study replace

the interaction term (VAx GDP) with the difference between GDP and mean
GDP multiply by VA ((GDP — GDP)VA). This gives a new coefficient on VA,
the estimated effect GDP=18.64, along with its standard error. Running this

new regression gives the standard error of the coefficient B + B3(18.64) = 1.2

as 0.472 which yields a t=2.92). Therefore at the average GDP, the study
concludes that VA has a statistically significant positive effect on SMC. The

variable of interest VA is also positive and significant as expected indicating

that higher level of VA are associated with SMC. This outcome indicates that

VA is good predictors of stock market development in emerging countries. The

VA coefficient of 0.064 is misleading because it does not account for the effect

of GDP on VA in explaining variations in SMC.

Test for serial correlation in the error terms with DW reject the null

hypothesis at 5% significance level. DW value of 1.364 implies the study have

positive serial correlation of the error terms which is normal for time series data.

Breusch-Pagan test of a large chi-square value of 47.91 indicates that

heteroskedasticity is present. An average VIF for the model shows that the

coefficients are relatively stable and that the explanatory variables are

moderately correlated.
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To improve upon the result the study correct for autocorrelation and
heteroskedasticity in the model using FGLS the results are shown column three
of Table 13. Comparing the results in Table 13 (column three and two) the stud
could see improvement the estimated coefficients. The reported standarz
deviation for column three turns to be relatedly smaller than column two. The

partial effect of VA on SMC is described by 0.24 with a standard error of 0.072
of 0.

which yields a t-statistic of 3.43. It is also established that GDP comple h
ment the

effect of VA on SMC.

The wald chi-square test is used to test the probability that th
at the

correlation coefficients for all the variables included in the models
are zero. A

large value of wald chi-square of 854.13 indicate that variations in stock mark
ck market

capitalization is explained by the models. At a 5%, there is a great d
’ reat deal of

evidence to infer that the model is valid. Analyses of variance with wald
wald chi-

square test of probability zero means that the model fit the data set h th
ence the

quality of the regression. DW of 1.24 shows the errors are positively seriall
rially

correlated and Breusch-Pagan test of a large chi-square 49.92 indicate th
. cate that
heteroskedasticity is present.

Even though there are statistical evidence to show that VA and G
and GDP

influence SMC the study cannot draw a firm conclusion based on thi
is result

because the regression result displayed were based on levels, nonstatio d
s nary data

series and could represent 2 spurious problem. Due to fact that the variabl
variables

C, GDP and VA are non stationary,
¢t of panel unit root test from Table 10 above shows, that th
’ e

M the study finds the first difference of the

variables. The resul

first difference of the variables is stationary. The pearson correlation matrix of
atrix o

first difference of the yariables improves the problem of multicolinearity si
y since
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the correlation coefficients are relatively lower with respect to the variables in

levels as shown in appendix 4.

Though there is statistical evidence to show that VA and GDP influence
SMC the study cannot draw a firm conclusion based on these results because
the regression results displayed were based on level, nonstationary data series
and could represent a spurious problem. It is also established in literature that

stationary and weakly dependent data is able to correct the effect of serial

correlation on goodness of fit measures, R-squared and adjusted R-squared. Due

to fact that the variables are non stationary, the study found the first difference

of the variables. The result from Table 10 above shows that the first difference

of the variables is stationary. Also to circumvent the problem of endogeneity

between y;; and Xt and serial correlation between u; and v;., the DOLS

estimator becomes necessary as OLS will be biased and inefficient. The result

of DOLS estimation is given in Table 14 column one below.

& Accountability and Stock Market Performance (diff)

Table 14 - Voice
Variable DOLS Newey-West
AGDP 0.334 0.481
(0.106) 0.148
AVA 0.005 0.008
(0.002) 0.003
AVAxAGDP 0.003 0.001
(0.003) 0.000
Obs 614 614
Number groups
R-squared 0.364
Adj R-square 0.339
F(3, 610) 23.61
Prob 0.000
Wald chi2 41.8
Prob 0.0000
“Dependent variable SMC; * p<0.1, ** p <0.05, *** p < (.01
Source: Field survey, Winful (2016)

166



With this technique the study accounts for endogeneity problem as well
autocorrelation in the model. The partial effect of AVA on ASMC is still
significant and it is expressed by 0.061. By implication 1% increased AVA leads
to 0.061% increase in ASMC given average AGDP. The coefficients are

moderately stable because of VIF of 2.38. The model rejects the null hypothesis

of no serial correlation at 5% significance level.

DW 1.12 shows the errors are positively serially correlated and Breusch-
Pagan test of chi-square of 53.42 shows the heteroskedasticity is a problem.
Accounting for endogeneity and autocorrelation our result looks more efficient

and reliable the reported smaller coefficients and standard errors.

Column one of Table 14 above the study corrects for both serial

correction and heteroskedasticity problem in the model Newey West estimation

technique. Newey-West standard errors in a time series context are robust to

both arbitrary autocorrelation as well as arbitrary heteroskedasticity.

The relationship between AVA and ASMC is described by a coefficient
of 0.008 using Newey-West techniques. There is sufficient evidence that there
is linear relationship between AVA and ASMC. Our study also have sufficient
evidence to conclude that there is complementary effect between AVA and
The partial effect of AVA on SMC given mean of AGDP is

AGDP on SMC.
expressed by 0.023 with a Newey-West standard error of 0.007 which yield a

t-statistic of 3.17. By accounting for the effect of both serial correlation and

heteroskedasticity the coefficients of the parameters and their standard error

have all reduced making them more realistic and efficient and unbiased. F-value

of 23.61 with F-probability of 0.000 implies that the model fits the sample data.

The result in column tWO Table 14 using Newey-West techniques yields stable
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coefficients as confirmed by VIF of 2.01 for the model. Breusch-Pagan test of
small chi-square 0.541 implies that heteroskedasticity is probably not a problem
or at least that if it is a problem it isn’t a multiplicative function of the predicted
values. DW of 1.93 shows that the errors are now not serially correlated. As
serial correlation and heteroskedasticity are corrected in the model, the problem

of different characteristic of emerging economies sampled is neutralized in the

model.

Rule of Law

Rule of law is an independent, impartial judiciary; the presumption of

innocence; the right to a fair and public trial without undue delay; a rational and

proportionate approach to punishment; a strong and independent legal

profession; strict protection of confidential communications between lawyer

and client; equality of all before the law; these are all fundamental principles of

the Rule of Law (IBA, 2009).

To determine and explain the coefficients in model 2 with RL where the

study establishes the relationship between explanatory variables (GDP, RL and

RLxGDP), the study needs to determine how well the model fits the sample

data. The study used three statistics to assess the model’s fit. These are standard

error of estimates, coefficient of determination, and the F-test of the analysis of

variance. If standard error of estimate is large, the model is a poor one. the study

judges the value by comparing it to the value of dependent variable, SMC. Since
in level model 2 with RL the root MSE is 0.114 is relatively smaller than SMC

it does appear that the standard error of estimate is small hence the model is
good fit of the data sample. This result is confirmed by coefficient of

determination 0.445. This implies that 55.5% of the variations in SMC are not
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accounted for by the model as depicted in the result Table 15 below. Average
variance inflation factor of 3.7 implies the effect of multicollinearity is minimal
on the estimated coefficients. The F-value of 48.15 shows that the model fits

well the data set.

Table 15 - Rule of Law and Stock Market Performance (Levels)

Variable OLS OLS Rob FGLS
GDP 0.811 0.811 0.818
(0.309) (0.302) (0.227)
RL -0.048 -0.048 0.041
(0.027) (0.013) (0.011)
RLxGDP -0.009 -0.009 0.007
(0.008) (0.003) (0.002)
Constant 2.311 2.311 3.314
(0.452) (0.768) (0.833)
Obs 615 615 615
Number groups 41
R-squared 0.445 0.445
Adj R-square 0.411
F value 48.15 48.06
Prob F 0.000 0.001
AR(1) 0.7915
Wald chi2 973.36
Prob 0.0001

Dependent variable SMC; * p <0.1, ** p < (.05, *** p <0.01
Source: Field survey, Winful (2016)

Model 2 of Table 15 column one above is the regression where the study
determines the relationship between explanatory variables (GDP, RL and
RLxGDP) with the dependent variable (SMC) using the variables in levels. The
study also test the validity of the regression model 2 by testing whether all
parameters are equal to zero. If at least one of the parameters is not equal to zero
(0), the model does have some validity. A large value of F indicates that most
of the variation in stock market capitalization is explained by GDP, RL and
RLxGDP. A small value of F indicates that most of the variations in stock
italization are unexplained by GDP, RL and RLxGDP. To determine

market cap

rejection region of a 5%, there is a great deal of evidence to infer that the model
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is valid. Analyses of variance with F-test of probability of zero means that the
model fit the data set and that GDP, RL and RLxGDP are linearly related to
stock market capitalization.

The relationship between RL and SMC is expressed by -0.048 with a
standard error of 0.027 which yields a t-statistic of -1.78. Even though the sign
is not as expected there are no enough evidence to statistical conclude that there
is significant linear relationship between them. What account for this is the
possible difference in growth rate of emerging economies sampled. The
relationship between GDP and SMC is also described by a coefficient of 0.811
with a standard error of 0.309 which yields t-statistic of 2.62. Here there is
enough evidence to conclude that there is positive linear relationship and the
sign of the coefficient is as expected. The interaction between RL and GDP turn
out not to be significant in explaining variability SMC. That is there is no
significant evidence to conclude that GDP complement RL in explaining
variability in SMC. The sign is also not as expected. Test for the presence of
heteroskedasticity using Breusch-Pagan test gave a large chi-square of 34.82
indicating that heteroskedasticity is present. DW test 1.87 shows the errors are
not statistically positively serially correlated.

Column two of Table 15 below the study corrects for the problem of
heteroskedasticity by estimating robust standard. Our variable of interest is RL
r GDP and the interaction of two explanatory variables.

and the study control fo

The results shows that the relationship between RL and SMC can be describe

by -0.048 with standard error of 0.013 which yields t-statistic of -3.81 assuming

all other variables control for in the model is zero (0). This implies that RL has

negative effect on stock market performance but there is enough evidence to
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infer a linear relationship. The relationship between GDP and SMC is also
significant. The sign for RL is not as expected but GDP had the expected sign
The coefficient of the interaction term is significant and negative, which implies

that GDP compete with RL in explaining the variations in SMC.

Since the interaction term is significant the interpretation of the
parameter of RL can be tricky. To determine the statistical significance of the
coefficient of the partial effect of RL on SMC the study needs to rerun the
regression where the study replaces the interaction variable with GDP less the

average GDP multiple by RL. Running this new regression gives the standard

error for the partial coefficient -0.216 as 0.168, which yields t = -3.04. The study

concludes that RL has statistically significant negative effect on stock market
performance. That is 1% enhancement in RL leads to 0.22% reduction in SMC

of emerging economies. The sign is not as expected. This finding is counter
intuitive.
In the presence of autocorrelated errors, as long as the explanatory

variables are strictly exogenous, the OLS estimators are unbiased. A DW test of

0.67 implies the presence of positive autocorrelation in the error term. That is

the error covariances are not zero (0) and this will underestimate the variance

of the parameters in the model and also can cause us to accept null hypothesis

when it is false. The F probability of 0.000 implies the data fits the model

Breusch-Pagan test of a large chi-square 42.54 indicates that heteroskedasticity

is present. The presence of heteroskedasticity alone does not cause bias or
inconsistency in the OLS point estimates. The presence of positive serial

correlation also implies that our OLS coefficients are unbiased and consistent

but inefficient.
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To improve upon our result the study corrects for both heteroskedasticity
and serial correlation by using FGLS technique, result is shown in column three
of Table 15. This technique confirms that RL, GDP and their interaction are
significant in explaining the variations in SMC at 5% significance level. Since
GDP influences RL the study estimates the partial effect of RL on SMC. The
estimated coefficient of 0.172 with a standard deviation 0.05 yields z statistic of
3.41. Our study now have an improved result where RL is significant and also
with the expected sign.

A large value of wald chi-square of 973.36 indicate that variations in
stock market capitalization is explained by the models. At a 5%, there is a great
deal of evidence to infer that the model is valid. Analyses of variance with wald
chi-square -test of probability zero means that the model fit the data set hence
the quality of the regression. Test for serial correlation of DW 0.997 and
heteroskedasticity test using Breusch-Pagan test which has a chi-square of 53.97
indicate that serial correlation and heteroskedasticity are present in the model.
The variance inflation factor of 5.18 shows that the result is not relatively stable
as it is close to VIF of 5. Comparing column three with column two of Table
tudy realizes an improvement in the result. The parameters were

15, our s
overestimated under column two above due to the presence of serial correlation

and possible heteroskedasticity problem.

Since the regression has been on the variables in levels and the variables
GDP and SMC are non stationary, makes the results inefficient. The first

difference makes GDP, RL and SMC stationary. To circumvent the problem of

endogeneity and serial correlation the DOLS estimator becomes necessary as

OLS and FGLS will be biased and inefficient.
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The result of DOLS estimation is given in Table 16 below. From column
one of Table 16 it can be established that ARL is significant in explaining
variations in ASMC and the sign also as expected. Interaction variable is also
significant confirm that AGDP complement ARL. The partial effect of ARL on
ASMC expressed as 0.062 with a Newey-West standard error of 0.02 yields a t-
statistic of 3.04. That is as RL improves by 1% ASMC also increases by 0.062%.
The R-squared of 0.357 implies the model is able to explain 35.7% of the
variations in ASMC. Bresuch-Pagan test (chi-squares 31.87) and DW (0.368)

reject the null hypothesis for the two tests. Wald chi2 of probability of 0.000

implies the data set fits the model well.

Table 16 - Rule of Law and Stock Market Performance (Diff)

Variable DOLS Newey-West
AGDP 0.441 0.621
(0.158) (0.199)
ARL 0.006 0.006
(0.002) (0.002)
ARL xAGDP 0.003 0.002
(0.001) (0.000)
Obs 614 614
Number groups 41
R-squared 0.357
Adj R-square 0.349
F(3, 610) 35.44
Prob 0.000
Wald chi2 57.3
Prob 0.000
Dependent variable SMC; *p <0.1,**p <0.05, *** p <0.01
Source: Field survey, Winful (2016)
Since the variables possessed a unit root in their time series
representation the study apply Newey-West standard error which is robust to
both arbitrary qutocorrelation as well as arbitrary heteroskedasticity to make the

result more efficient.
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The result shows an improvement on the result in column three of Table
15 above. It could be deduced that the coefficients of the parameters are over-
estimated and so also is the standard errors. The variable of interest is till
significant and the sign is as expected. The relationship between ARL and
ASMC is expressed by 0.006 with a 0.002 Newey-West standard error all other
variables constant. The coefficient of 0.043 depicts the partial effect of ARL on
ASMC. By implication 1% improvement in ARL assuming an average value of
AGDP leads to 0.043% increase in ASMC. There is enough evidence to

conclude that there is linear relationship between ARL and ASMC at 5%
0

significance level.

It could be deduce from the analysis that as the study correct for

heteroskedasticity and serial correlation, the standard errors of the estimates

become reasonable smaller, indicating how efficient and reliable the result have

become. Breusch-Pagan test with a small chi-square 0.412 implies that

heteroskedasticity is probably not a problem or at least that if it is a problem it

isn’t a multiplicative function of the predicted values. DW test (2.012) also
shows that the problem of serial correlation of the errors has been corrected

Post estimation test support the result that the model fit the sample data and the

result is an efficient and unbiased result as shown in Table 15 column two

Using the first difference of the variables the VIF 1.91 is a confirmation of the

reliability of the result.
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Regulatory Quality

The regulatory quality defines the capacity for government to formulate
and implement sound policies and regulations that permit and promote private
sector development. The objective of this section is to test the hypothesis that
regulatory quality (RQ) has no effect on stock market performance. To test the
validity of the linearity of model 2 in levels with RQ, the study sets all the all
parameters to be equal to zero. If at least one of the parameters is not equal to
zero (0), the model does have some validity. A large value of F test of 48.15
indicates that most of the variation in stock market performance is explained by
RQ, GDP and their interaction. Analyses of variance with F-test of probability
zero means that the model fit the data set and that gross domestic product and

RQ are linearly related to stock market performance. Average variance inflati
ation

factor of 3.0 implies the effect of multicollinearity is minimal and th
e
coefficients are relatively stable.

and Stock Market Performance (Level)

Table 17 - RegulatoMaIity
Variable OLS OLS Rob FGLS
GDP 0.948*** 0.948*** 0815+
(0.282) (0.206) 0.171)
RQ 0.077 0.077** 0.07 7444
(0.103) (0.015) (0.023)
RQxGDP 0.011 0.011* 0.008**
(0.082) (0.004) (0.003)
Constant 7.014%** 7.014%%* 7.2'74***
(1.364) (0.977) (1.147)
Obs 615 615 615
Number groups 4l
R-squared 0.477 0.477
Adj R-square 0.411
F value 48.15 57.94
Prob F 0.000 0.000
AR(1) 0.8814
wald chi2 867.77
Prob___ . 0.0000
Dependent variable SMC; * p<0.1,** p <0.05, *** p <0.01
y, Winful (2016) :

Source: Field surve
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Column one of Table 17 above is the regression where the study
determines the relationship between explanatory variables (GDP, RQ and
RQxGDP) with the dependent variable (SMC) using the variables in levels. The
study also test the validity of the regression model 2 by testing whether all
parameters are equal to zero. If at least one of the parameters is not equal to zero
(0), the model does have some validity. A large value of F indicates that most
of the variation in stock market capitalization is explained by GDP, RQ and
RQxGDP. A small value of F indicates that most of the variations in stock
market capitalization are unexplained by GDP, RQ and RQxGDP. To determine

rejection region of o 5%, there is a great deal of evidence to infer that the model
ode

is valid. Analyses of variance with F-test of probability of zero means that th
e

model fit the data set and that GDP, RQ and RQxGDP are linearly related t
o

stock market capitalization.

The relationship between RQ and SMC is expressed by 0.077 with a
standard error of 0.103 which yields a t-statistic of 0.75. Even though the sign
is as expected there are no enough evidence to statistical conclude that there is
significant linear relationship between them. The relationship between GDP and
SMC is also described by a coefficient of 0.948 with a standard error of 0.282
which yields t-statistic of

ive linear relationship and the sign of the coefficient is as expected
ed.

3.36. Here there is enough evidence to conclude that

there is posit

The interaction between RQ and GDP turn out not to be significant in explaining

variability SMC. That is there is no significant evidence to conclude that GDP

Jement RQ in explainin

teristic of the sampled economies. Test for the presence of

comp g variability in SMC. This could be due to

differences in charac
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heteroskedasticity using Breusch-Pagan test gave a large chi-square of 43.16

indicating that heteroskedasticity is present.

From column two of Table 17 the study corrects for the problem of
heteroskedasticity by estimating robust standard. Our variable of interest is RQ.
The result shows that the relationship between RQ and SMC can be describe by
0.077 with standard error of 0.015 which yields t-statistic of 4.17 assuming all
other variables control for in the model is zero (0). The sign for RQ is as
expected. The coefficient of the interaction term is significant and positive,
which implies that GDP complement RQ in explaining the variations in SMC.

The coefficient of the partial effect of RQ on SMC is expressed by 0.22
with a standard error of 0.063 which yields t-statistic of 3.48. Therefore at the

average GDP, our study concludes that RQ has statistically significant positive

effect on SMC at 5% significant level. That is 1% enhancement in RQ leads to

0.063% increase in SMC of emerging economies. The sign is as expected

Durbin-Watson test of 0.614 implies the presence of positive

autocorrelation in the error term providing evidence on the non-stationarity of

the data series and affirming the need to make them stationary. Breusch-Pagan

test with a chi-square value of 34.19 is large, indicating heteroskedasticity is a

problem.
Just like the result of other elements of 1Q discussed above, due the

presence of positive serial correlation OLS coefficients will be unbiased and
consistent but inefficient. To improve upon our results the study rerun using
FGLS estimating technique correcting for both heteroskedasticity and serial
model and the results are shown in column three of Table 17

correlation in
above.
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Our study confirm that RQ, GDP and its interaction are significant in
explaining the variations in SMC. Since GDP influences RQ the study estimates
the partial effect of RQ on SMC which gives estimated coefficient of 0.226 with
a standard deviation 0.0769 yields z statistic of 2.94. The study now have an
improved results where RQ is significant and with the expected sign. Wald chi-
square value of 867.77 and p-value of 0.000 implies the model fits the data set.
DW of 0.692 implies that serial correlation of the error term is a problem
Breusch-Pagan test of 41.95 also implies that heteroskadicity is also a problem.
Comparatively column three is more improved result than column two of Table
17. The parameters were overestimated under column two due to the presence
of serial correlation and heteroskedasticity.

Since the regression has been on the variables in levels and the variables
GDP and SMC are non stationary, makes the results inefficient. The first
DP, RQ and SMC stationary. To circumvent the problem of

difference makes G

endogeneity and serial correlation the DOLS estimator becomes necessary as it
as i
gives unbiased and efficient result.

Table 18 - Regulatory Quality and Stock Market Capitalization (Diff)

Variable DOLS Newey-West
AGDP 0.748*** 0.413%*
(0.198) 0.14
ARQ 0.071%** 5.00592‘
(0.023) 0.00
ARQ xAGDP 0.008** 5).0012*)
- (0.003) (0.000)
Obs 614 614
Number groups
R-squared 0.394
Adj R-square 0.389
F(@3, 610) 35.44
Prob 0.000
Wald chi2 53.7
Prob 0.001

P .
dent variable SMC; *p<0.1,**p<0.05, *** p <0.01

Depe .
Source: Field survey, Winful (2016)
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To avoid the problem of endogeneity and serial correlation, the DOLS
estimator becomes necessary as OLS and FGLS will be biased and inefficient.
The result of DOLS estimation is given in column one of Table 18 above. The
result shows that ARQ is significant in explaining variations in ASMC and the
sign also as expected. Interaction variable is also significant confirms that
AGDP complement ARQ. It is also established that AGDP complement the
effect of ARQ on ASMC. The partial effect of ARQ on ASMC expressed as 0.22
with a Newey-West standard error of 0.072 yields a t-statistic of 3.06. That is
as ARQ improves by 1% ASMC also increases by 0.22%. The R-squared of

0.394 implies the model is able to explain 39.4% of the variations in ASMC.

With DW test of 1.21 the study reject that the errors are serial correlated.
Wald chi-square value of 53.7 and a probability of 0.001 imply the data set fits
the model well. Breusch-Pagan test chi-square of 45.91 rejects the null

hypothesis of homoskedasticity. VIF of 3.91 shows that the coefficients from

the model are all moderately stable.
Using Newey West technique the study corrects for both

heteroskedasticity and serial correlation in the model using the variables in their

first difference 10 make the result more efficient.

Comparing the result from column three of Table 17 with column one if

Table 18 the study sees improvement in the result. The variables of interest are

still significant and the signs are as expected as shown in Table 18 above. From

the result 1% increase in ARQ assuming an average value of AGDP leads to

0.024% increase in ASMC. There is enough evidence to conclude that there is
linear relationship petween ARQ and ASMC. This is an improvement of the
overestimated coefficients in the earlier two techniques.
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F-value of 35.44 with a p-value of 0.000, points to the fact that the model
fits the data set well. The VIF 1.79 support that the coefficients are stable and
reliable. Breusch-Pagan test of a small chi-square 0.718 implies that
heteroskedasticity is probably not a problem or at least that if it is a problem it

isn’t a multiplicative function of the predicted values. DW also of 2.01 implies

the residuals are not serially correlated.

Political Stability

This indicator addresses those factors which undermine political

stability such as conflicts of ethnic, religious, and regional nature, violent

actions by underground political organizations, violent social conflicts, and

external public security. To test the validity of the linearity of model 2 with PA

the study sets all the parameters, be equal to zero. All the parameters estimated

in the model were equal to zero (0) which implies the model is valid and fits

well the data. Average variance inflation factor of 4.4 implies the effect of

multicollinearity is high which indication that the estimated coefficients are

relatively not stable. A large value of F-statistic of 53.25 indicates that most of

the variation in stock market capitalization is explained by GDP, PS and

pSxGDP as shown in column one of Table 19 below.
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Table 19 - Pol
itical Stability and Stock Market Perform
ance (Levels)

Variable OLS OLS
GDP 0.922%** 5 922::2" FGLS
PS (0.118) iO 193) 0.811%**
0.082 0.082%* (0.264
pSxGDP (0.057) 0.039) 0.026***
0.009 0.009%** (0.009)
Const (0.023) (0.002) 0.0095%
ant 12.744%** 12,744 %+ (0.003)
50 (1.264) (2.100) 8,311
N s 615 7 (1.703)
umber groups 15 615
R.-squared 0.541 0 41
Adj R-square 0.411 541
F value 53.25 49.14
Prob F 0.000 0.00
AR(1) 000
wald chi2 0.8954
- Prob 887.92
ependent variable SM . *p< do 0.0001
Source: Field survey, W (20106)1 p <0.05,***p <001

S and SMC is expressed by 0.082 with
a

standard error of 0.057 which yields a t-statistic of 1.44 This impli
. ' plies there is

not enough evidence t0 reject the null hypothesis that there is
N no statistical
positive linear relationship petween them. The relationship betw
een GDP and

SMC is also described by 2 coefficient of 0.922 wi
. with a standard e

rror of 0.811
Here there is enough evidence to reject th
e null

t-statistic of 7.8 1.

yields 2
ip The interaction between PS and GD
P

ificant relationshl .

hypothesis of 10 Sig"
SMC. That is there is no

in explaining variability

at GDP complement PS in explaini
ing

el is able 10 explain 54.1% of the variatio
ns in

variability in gMC. The mod
are value of 34.82 from Breusch-Pagan test sho
ws that

SMC. A |
heteroskedasticity is roblem i
rm is 2 problem-

correlation of the error €
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The study correct for problem heteroskedasticity and the result is as
shown in column two of Table 19. The result shows that the relationship

between PS and SMC can be describe by 0.082 with standard error of 0.039

which yields t-statistic of 2.12 assuming all other variables control for in the

model is zero (0). This implies that PS has positive effect on SMC but there is

not enough evidence to infer a linear relationship at 5% significant level. The

coefficient of the interaction term is significant and positive indicating a

complementary of GDP to PS in explaining variations SMC.

The partial effect of PS is described by coefficient 0.25 and significant

all the traditional significant level. That is 1% enhancement in PS leads to 0.25%

increase in SMC of emerging economies. The sign is as expected.
A DW test of 0.971 implies the presence of positive autocorrelation in

the error term. That is the error covariances are not zero (0) and this will

overestimate the variance of the parameters in the model and also can cause us

to accept null hypothesis when it is false. In effect, Durbin-Watson test

indicated presence of high positive serial correlations in the regression residuals

at level, providing further evidence on the non-stationarity of the data series and

affirming the need to make them stationary. Breusch-Pagan test of large chi-

square 39.48 implies that heteroskedasticity is probably a problem or at least

that if it is a problem it isn’t a multiplicative function of the predicted values.

The F probability of 0.000 implies the data fits the model.

The presence of positive serial correlation and heteroskedasticity
implies that our OLS coefficients are still unbiased and consistent but

inefficient. This implies that forecasts inefficient, variances of coefficients

. : 2 1 M . .
biased, tests are invalid and R overestimate the fit, indicating a better fit than
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actually present, and t values imply significance when in essence insignificant

coefficients.

To improve upon our result the study adopts GLS estimating technique.
Generalized least squares (GLS) allow models to correct for heteroskedasticity
and serial correlation and the results are shown in column three of Table 19.

This technique confirms that PS, GDP and their interaction are significant in

explaining the variations in SMC. By this the study rejects our null hypothesis

that PS has no significant linear relationship with SMC. Since GDP influences

PS the study estimates the partial effect of PS on SMC. The estimated

coefficient of 0.194 with a standard deviation 0.065 yields z statistic of 2.99.

Comparing column two and three of Table 19, the study realized that the

parameters were overestimated under column two is due to the presence of serial

correlation and heteroskedasticity. DW 0.974 and test Breusch-Pagan test of

large chi-square of 39.48 implies that heteroskedasticity and serial correlation
of the error term is still 2 problem. Wald chi-square value of 887.92 and p-value
of 0.001 implies the model fits the data set.

Test for unit root of GDP, PS and SMC reject the null hypothesis that

the variables aré stationary. The test for unit root in first difference of the

variables was stationary. That is the study fails to reject unit root of the variables

in their first difference. The study rerun the regression using dynamic OLS to

mvent the problem of endogeneity as well as serial correlation.

LS APS is significant in explaining variations in ASMC and

circu

with DO

n also as expected. Interaction variable is also significant confirm that

the sig
AGDP complement APS. The partial effect of APS on ASMC expressed as 0.08
with a Newey-West standard error of 0.026 yields a t-statistic of 3.11. That is
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as APS improves by 1% i
p y 1% ASMC also increases by 0.08% given average AGDP.

The R-squared of 0.481 implies the model is able to explain 48.1% of the
variations in ASMC. A DW test of 1.08 the study rejects the null hypothesis that

the errors are serial correlated. Breusch-Pagan test of large chi-square 47.13

implies that heteroskedasticity is probably a problem. Wald chi-square of

probability of 0.000 implies the data set fits the model well. Test of
R . 0

multicollinearity using VIF of 2.09 shows that the model estimated coefficient
S

atively stable. Comparing the result from column three of Table 19 with

are rel

column one of Table 20, the study realizes an improvement the result
as

depicted by the relatively lower coefficient values and Newey-West standard
ar

errors for the parameters of interest.

Table 20 - Political Stability and Stock Market Performance (Diff)
DOLS Newey-West

Variable
—_— AGDP 0.309** 3301
(0.110) (0.103)
APS 0.005%* 0.004%*
(0.002) (0.001)
APS xAGDP 0.004%%* 0,003+
S (0.001) (0.002)
Obs 614 614
Number groups 41
R-squared 0.481
Adj R-square 0.477
F(3, 610) 35.44
Prob 0.000
Wwald chi2 39.8
Prob 0.000
Dependent variable SMC; ¥5 <01, p<005, *** p<0.01
Source: Field survey, Winful (2016) .
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The study correct for the problem of serial correlation and
heteroskedasticity in the model using Newey-West technique to make the result
more efficient and reliable as shown in column two of Table 20.

With the first difference of the variables of interest the study determines
whether the variables are linearly related to ASMC using Newey-West
technique to control for both heteroskedasticity and serial correlation. The result
is as given in column two of Table 20 above. The result in the table improves
the earlier result. The variables of interest are still significant and the signs are
as expected. The result confirms that there is enough evidence to conclude that
there is a linear relationship between APS and ASMC and this relationship is
expressed by 0.004. It was again established that AGDP complement the effect
of APS on ASMC. The partial effect of APS on ASMC is described by 0.06 with
Newey-West standard error of 0.021 which yields a t-statistic of 2.91.

An F-value of 35.44 with probability of 0.000 implies the model fits the
model fits the data set. An average VIF of 1.09 for the model shows how the
coefficients of the model are stable. Breusch-Pagan test the null hypothesis that
the error variances are all equal versus the alternative that the error variances
are a multiplicative function of one or more variables. A small chi-square 0.228
implies that heteroskedasticity is probably not a problem or at least that if jt isa
problem it isn’t a multiplicative function of the predicted values. DW of 1.99

also implies the errors are not serially correlated.
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Government Effectiveness

Government effectiveness measures the quality of public services and
policy formulation and implementation, and thus indicates the credibility of the
government's commitment to such policies. Our study examined the effect of
GE and GDP on stock market performance (SMC) of emerging economies. To
test the validity of the linearity of model 2 with GE, the study sets all the
parameters, be equal to zero. A large value of F indicates that most of the
variation in stock market capitalization is explained by GDP, GE and GExGDP.
This implies the model is valid and fits well the data. Average variance inflation
factor of 4.7 implies the effect of multicollinearity is high which indication that
the estimated coefficients are relatively not stable. A large value of F-statistic
of 48.21 indicates that most of the variation in stock market capitalization is
explained by GDP, GE and GExGDP. The model is able to explain 41.1% of
the variation in SMC as depicted in column one of Table 21 below.

Table 21 - Government Effectiveness and Stock Market Performance (Level)

Variable OLS OLS Rob FGLS
GDP 0.92]**x 0.921*** 0.711%**
(0.238) (0.236) (0.202)
GE 0.011 0.011*** 0.009***
(0.009) (0.002) (0.003)
GExGDP 0.009 0.009*** 0.007***
(0.007) (0.003) (0.002)
Constant 11.028%** 11.028%** 7.048***
(2.864) (3:206) (1.377)
Obs 615 615 615
Number groups 41
R-squared 0.445 0.445
Adj R-square 0.411
F value 48.21 48.14
Prob F 0.000 0.000
AR(1) 0.8814
Wald chi2 972.06
Prob 0.0000

Dependent variable SMC; * p <0.1, ** p < 0,05, *** p < 0,01
Source: Field survey, Winful (2016)
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The relationship between explanatory variables (GDP, GE and

GExGDP) with the dependent variable (SMC) using the variables in levels. To

determine rejection region of a 5%, there is a great deal of evidence to infer that

the model is valid. The relationship between GE and SMC is expressed by 0.011

with a standard error of 0.009 which yields a t-statistic of 1.22. To test the

statistical significance of the linear relationship, the study found out that there

is not enough evidence to reject the null hypothesis no relationship between GE

and SMC. The relationship between GDP and SMC is also described by a

coefficient of 0.921 with a standard error of 0.238. At 5% significant level the

study rejects the null hypothesis that there is significant relationship between

GDP and SMC. The signs are all as expected. The interaction between GE and
GDP turn out not to be significant in explaining variability in SMC. That is there

is no significant evidence to conclude that GDP complement GE in explaining

variability in SMC. Breusch-Pagan test of a large chi-square value of 34.82

indicate that heteroskedasticity is present. A DW test of 1.13 the study rejects

the null hypothesis that the errors are serial correlated.

In column twoO above the study corrects for problem of

heteroskedasticity by computing robust standard error. The result shows that

there is enough evidence to conclude that there is linear relationship described

by 0.011 between GE and SMC assuming that GDP is constant. The study also

establishes that there is complementary relationship between GE and GDP to

SMC, making the coefficient of GE of 0.011 misleading. To determine the effect

of GE the study calculates the partial effect of GE given the average GDP of

18.64 is described by 0.179 with a robust standard error 0.067 which yields a t-

statistic of 2.66.
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With the F-statistic of 48.14 which yields F-probability of 0.000 the
study presents that the model fit data. DW test of 0.719 for serial correlation
and Breusch-Pagan test of chi-square of 49.17 for heteroskedasticity reject the
null hypothesis for the two tests at 5% significant level.

To improve upon the result the study corrects for the presence of
autocorrelation and heteroskedasticity in the model using FGLS. The result as
depicted in column three Table 21 above confirms that GDP complement the
effect of GE on SMC and this is described by 0.007 with a standard error of
0.002. The partial effect GE on SMC is expressed by 0.139 at 5% significance
level is an improvement on the overestimated OLS result as shown in column
two of Table 21. Using FGLS it again established that GDP complement the
effect of GE on SMC which is expressed by 0.007 with a standard error of 0.002.
DW test of 0.218 for serial correlation and Breusch-Pagan test of chi-square of

36.84 for heteroskedasticity reject the null hypothesis for the two tests at 5%

significant level. A wald chi-square value of 972.06 which yields p-value of

0.000 means the model fits well the data set.

To account for the nonstationarity of the variables in the model as shown

in Table 10 above the study takes the first difference of the variables which

make all the variables stationary. The study then controls for the problem of

endogeneity by running the regression with DOLS technique. The result

established that the linear relationship between AGE and ASMC can be
described by 0.006 with a standard error of 0.003. There is enough evidence to
conclude that there exist 2 linear relationship between AGE and ASMC given

that other explanatory variables in model are constant.
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The relationship between the interaction variable in model and ASMC is
also expressed by 0.005 with a standard error of 0.002 as shown in column one
of Table 22 below. This implies that AGDP complements the effect AGE on
ASMC. Since the interaction variable is significant the explaining of AGE
assuming AGDP is zero is unrealistic. This is because zero AGDP is not in the
range of AGDP data in the sample. The partial effect of AGE assuming average
AGDP is expressed by 0.16 with a Newey-West standard error of 0.054.

Table 22 - Government Effectiveness and Stock Market Performance (Diff)

Variable DOLS Newey-West
AGDP 0.483%*x* 0.409***
(0.139) (0.148)
AGE 0.006* 0.004**
(0.003) (0.001)
AGE xAGDP 0.005** 0.002**
(0.002) (0.001)
Obs 614 614
Number groups 41
R-squared 0.367
Adj R-square 0.363
F(3, 610) 44.16
Prob 0.001
Wald chi2 46.4
Prob 0.000

Dependent variable SMC; * p <0.1, ** p <0.05, *** p < (.01
Source: Field survey, Winful (2016)

Controlling for the effect of endogeneity and autocorrelation the result
is much better than the FGLS result above. The study rejects the null hypothesis
that the errors are not serial correlated with DW test of 0.397. With Breusch-
Pagan test of chi-square of 38.09 the study also rejects the null hypothesis of
homoskedasticity. Wald chi-square value 46.4 with probability of 0.000 shows
that the data set fits the model well.

In column two above the study establishes the relationship between AGE
and ASMC by correcting for both heteroskedasticity and serial correlation using

Newey-West technique. The result in the table improves the earlier result. The
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variables of interest are still significant and the signs are as expected. The result
confirms that there is enough evidence to conclude that there is a linear
relationship between AGE and ASMC and this relationship is expressed by
0.004. There is also enough evidence to conclude that GDP complement GE on
the effect on ASMC.

The partial effect of AGE on ASMC is described by 0.041 with Newey-
West standard error of 0.013 which yields a t-statistic of 3.13. From the result
above 1% increase in AGE assuming an average value of AGDP leads to 0.031%
increase in ASMC. There is enough evidence to conclude that there is linear
relationship between AGE and ASMC. An F probability of 0.000 proves that the
results are reliable and efficient. An average VIF of less than five (< 5) for the
model implies that the study concludes that the multicollinearity is minimized
hence all the estimated coefficients in models are relatively stable. Breusch-
Pagan test the null hypothesis that the error variances are all equal versus the
alternative that the error variances are a multiplicative function of one or more
variables. A small chi-square 0.196 implies that heteroskedasticity is probably
not a problem or at least that if it is a problem it isn’t a multiplicative function
of the predicted values. Serial correlation test with DW of 1.97 implies the errors

of the model are not serially correlated. These findings are consistent with Ali

(2011) and Yartey (2008).
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Institutional Quality

The measurement of institution quality (IQ) is the average of CC, VA
RL, RQ, PS and GE. To test the validity of the linearity of the model the study
sets all the parameters, t0 be equal to zero. That is whether GDP institutional

quality (IQ) and the interaction of IQ and GDP are linearly related to SMC. A

large value of F-statistic of 43.26 indicates that most of the variation in stock
c

market capitalization is explained by GDP, IQ and IQxGDP. Model 2 of Tabl
. e

23 column one is the regression where the study determines the relationshi
1p

between explanatory variables (GDP, 1IQ and 1QxGDP) with the dependent

variable (SMC) using OLS technique.
tional Quality and Stock Market Performance (Level)

Table 23 - Institu
Variable OLS OLS Ro
GDP 0.973*** 0.973%** ? o,l;lG;ﬁ*
(0.274) (0.218) (0.182)
IQ -0.792* -0.792 0.194%*
(0.361) (0.472) (0.063)
JQxGDP 0.015 0.015** 0.017%**
(0.024) (0.005) (0.005)
Constant 18.681*** 18.681%** -6.137***
- (1.563) (1.903) (1.258)
Obs 615 615 615
Number groups 41
R-squared 0.476 0.476
Adj R-square 0.411
F value 43.26 83.97
Prob F 0.000 0.000
AR(1)
Wald chi2 Yak 34
0.0001

_ Prob
. . %k
variable SMC; *p < 0.1, ** p <0.05, *** p <0.01

Dependent '
Source: Field survey, Winful (2016)

The relationship petween 1Q and SMC is expressed by -0.792 with a
1 which yields 2 t-statistic of -2.19. The relationship

standard error of 0.36
and SMC is also described by a coefficient of 0.973 with a

between GDP

rd error of 0.274. For both variables there is enough even to conclude that

standa
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there is significant linear relationship between them and SMC. The sign for the
parameter of GDP is as expected but that of IQ is not expected. The interaction
between IQ and GDP turn out not to be significant in explaining variability
SMC. That is there is no significant evidence to conclude that GDP complement
IQ in explaining variability in SMC.

Table 23 column two correct for heteroskedasticity problem by using
robust standard errors. The result shows that the relationship between IQ and
stock market performance can be describe by -0.792 with standard error of
0.472 which yields t-statistic of -1.68 assuming all other variables control for in
the model is zero (0). This implies that IQ has negative effect on stock market
performance but there is not enough evidence to infer a linear relationship. The
relationship between GDP and stock market performance is also described by
0.973 with a standard error of 0.218 which yields t-test of 4.47 all other things
being equal. The sign for IQ is not as expected but GDP had the expected sign.
The coefficient of the interaction term is significant and positive, which implies
that GDP complement IQ in explaining the variations in SMC. The partial effect
of IQ on SMC is the complementary effect of 0.015. A DW test of 1.27 the
study rejects the null hypothesis that the errors are serial correlated. Breusch-
Pagan test of a large chi-square of 52.33 indicate that heteroskedasticity is
present in the model.

As long as the explanatory variables are strictly exogenous, the OLS
estimators are unbiased in the presence of autocorrelated errors. This is
analogous to our results in the case of heteroskedasticity, where the presence of
heteroskedasticity alone does not cause bias or inconsistency in the OLS point

estimates. However, following that parallel argument, the study is concern with
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A DW test of 1.34 and Breusch-Pagan test of 47.7 means that our study

have problem with the serial correlation and heteroskedasticity. This gives

evidence that the data may not be stationary as shown in Table 10 above.

However, since the regression has been on the variables in levels and the
variables GDP, 1Q and SMC are non stationary, makes the results inefficient.

The first difference makes these variables GDP, IQ and SMC stationary and the

study rerun the regression using DOLS gives the result in column one of Table

24 below.

Stationarity is important for estimation. Applying least squares

regressions on nonstationary variables can give misleading parameter estimates

of the relationships between variables. It also enables us to make an accurate

prediction in forecasting the effect of the explanatory variables on the stock

market performance. Using DOLS the study corrects for serial correlation and

endogeneity using the variables in levels. The result confirms that there is
enough evidence to conclude a linear relationship between AIQ and ASMC. The
relationship is €xpr essed by 0.009 with a Newey-West standard error of 0.003

which yields 2 t-statistic of 3.41. The interaction effect also shows that AGDP

complements AIQ.
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{able 24 - nsttutional Qualty and Stock Market Performace G
able 24 - Institutional wality and Stock Market Performanc Dif)
e (Di
Newey-West

Variable DOLS
AGDP 0(.30189*8’;* 0.423***
. 0.15
AIQ LB, Soos
(0.003) 0.0
AIQ xAGDP 0.004* éoogﬂ
(0.002) (0.001
Obs 614 614 )
Number groups 41
R-squared 0.387
Adj R-square 0.373
F(3, 610)
Prob 0501
Wald chi2 57.5 '
Prob 0.000
Dependent variable SMC; *p < 0.1, ** p < 0.05, *** p<0.0
. ) . l

Source: Field survey, Winful (2016)

To determine the statistical significance of the coefficient of th
e partial

capitalization the study needs to rerun th
e

effect of AIQ on stock market

regression where the study replace the interaction variable with gross d
omestic

omestic product multiple by AIQ. Running this

product Jess the average gross d

e standard error for B + $3(18.64) = 0.084 as 0.028

new regression gives th

t=3.01. Therefore at t
S statistically significant positive effect on stock mark
et

which yields he average gross domestic product, the stud
> y

concludes that AIQ ha
performance. That is 170 enhancement in AIQ leads to 0.0.084% increase i

in

economies- The study realizes that accounting f

or

ASMC of emerging

nd serial correlation the result has become more efficient and
an

endogeneity 2
confirms the work of Clark (2003) and Ngugi (2003)

e. These finding
d of 0.387 impli

reliabl
es the model is able to explain 39% of the

The R-squar®
ons in ASMC.
t of 0.918 givesa

pothesis and conclud

variati
n indication of the presence of serial correlati
on.

e that the errors have first-order

sence of heteroskedasticity in the model with
1

autocorrelatio .
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in the errors. T i
he wald chi-square test is used to test the probability
ility that the

study test the validity of i
the regression model b i
y testing whether all
parameters

in each mode
| are all equal to zero. If at least one of the parameters i
ers is not equal

models. Ata 5% thereisa
s great deal of evidence to i
infer that the m i
odel is valid

Analyses of variance with w i
ald chi-square -tes
-test of probabilit
y zero means that

S

that multicollinearity is moderate and hence the coefficient
s are relativel
y

stable. Severe multicollinearity is problematic because it can i
an increase the

variance of the regression coefficients, making them unstabl
c.

In Table 24 column two above presents the relationship betw
een AIQ

and ASMC by correcting for both heteroskedastici
icity and serial correlati
tion using

Newey-West technique. The variables in the m
odel are significa
nt and the si
gns

are as expected. The result confirms that there is enough evide
nce to conclude

onship between AIQ and ASMC and this relationsh
onship

that there is a linear relati

is expressed by 0.005 assuming all other variables in
the model are
constant.
There is also enough evidence to conclude that AGD
P complemen
t AIQ on the

ASMC. The partial €
d error of 0.021 which yields a t-statistic of 2.91

offect on ffect of AIQ on ASMC is described by 0.061
: with

Newey-West standar
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recommended by OECD’s, governments should promote unbiased, fair and

coordinated financial education. Financial education should be seen in the

improvement of education in general. Also, policy makers have to maintain

reasonable fiscal and monetary discipline order to increase the demand for credit

to the private sector, and subsequently influence the stock market development.

The methodology used in testing the hypotheses validates the

relationship between education, institutional quality and macroeconomic

variables on stock market performance. Using interactive variables in the model

makes it possible to determine the actual effect of the variables on stock market

performance.
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CHAPTER SEVEN: MACROECONOMIC VARIABLES AND

STOCK MARKET DEVELOPMENT

Introduction

In this empirical chapter, the empirical chapter sought to investigate the

relationship between macroeconomic variables, namely Consumer Price Index,

Money Supply, gross domestic product and stock market capitalization of

emerging markets during the period 1996 to 2011. The chapter also covers

descriptive statistics as well the possible relationship between the variables of

interest and stock market performance. Conclusion is drawn on the relationship.

Data Sources

The data sets ranged for the same period 1996-2011 and that make the

data for study valid. Soundness of data requires that all data sets fall within the

same range as well as that the numeric should be digits hence the correctness

and reasonableness of the data. The data was obtained from credible sources

including world Development Indicators (WDI), the Emerging Market Data

Base (EMDB) of the International Finance Corporation (IFC) and local stock.

Our original intention was to cover all emerging market, but given that

some countries have not yet established stock markets and other countries

established stock markets only in the past couple of years for instance United

Arab Emirates, the sample countries included only 41 countries. Data were

available for a uniform period for each country.
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Descriptive Analysis of Data

Table 25 i i
below summarizes the basic statistical features of the dat
a
under consideration. They i i
. y including the mean, the mini
, the minimum and maxim
um

data i .
ata in their levels. The data revealed that gross domestic product (billi
illions of

d 3
ollars) varied mostly followed by Consumer Price Index, Money Suppl
B ’ y Supply
(millions of dollars). Money and quasi money comprise the sum of
. of currency
outside banks, demand deposits other than those of the central gove
rnment, and

the time, savings, and foreign currency deposits of resident sectors ther th
other than

the central government The mean
. value of MS for th i
e emerging markets

sampled for this thesis is 1.41E+08 million dollars with a standard deviati
eviation of

1.21E+09 million of dollars. This impli
. plies the changes in MS i
S in emergin
g

markets are vé volatile with a minimum i
ry increase 0f 2761.33 t i
.33 to a maximum of

1.08E+10 million dollars over period under investigation

Table 25 - Descriptive analysis of the variables
Obs Mean Std Min
Max R .

SMC o127 29424 31 10892 skewness kurtosis _prob
S ilsy 615 141E#08  121EYDY 276133 1.08E+10 3‘578 2983 0.001
CPI 615  114.98 1818 982 2147 066 2331 0001
GDP 615 18.64 12.46 612  26.13 0.653 ;’291 0.000

- 394 0.000

Source: Field

In genera

the values O
directio

sho

means that there is @ |

ws how tall and sharp the ¢

survey, Winful (2016)
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f Skewness and Kurtosis. The Skewness shows the amount
unt and
n of skew (departure from horizontal
symmetry), while the K i
’ urtosis
entral peak, relative to a standard bell curv
e.
ws that most of the variables skewed positively, which
» 1C

Table 25 above also sho

ack of symmetry in other word there is a deviation fr
om



symmetry of the distribution of data set. That is to say the large positive change
is more common than large negative change in the variables.

Regarding peakness, the Table 25 above shows that the excess kurtosis
is larger than 3 for SMC hence the observed distribution has higher peak
compared to the normal distribution. These suggest that the distributions of the
variables are leptokurtic i.e. non-normal. The data set are not exactly normally
distributed since their respective mean, mode and median are not exactly the

same, but the data was sufficiently appropriate for the purpose of the study. The

mode values were not shown in the Table 25 above due to space. To confirm

the accuracy of the normality assumption, JB statistics and the equivalent p

values were used to draw our conclusion. The findings indicated that all
a

variables are rejected at 1%.

Table 25 above revealed that all the variables possess the state of normal
a

distribution, except SMC;; and GDP;; which are moderately skewed to the

right. SMC has kurtosis value of more than three, and the series is called

leptokurtic. As for the remaining variables, the values of kurtosis are less tha
n

three, and the series are called platykurtic, see Bulmer, (1965). The study results

revealed that the volatility of the variables measured by the standard deviation

is high for GDP and Consumer Price Index. To confirm the accuracy of th
e

normality assumption, JB statistics and the equivalent p-values were used to

draw conclusiond. The findings indicated that all variables are rejected at 1%
0,

except for Consumer Price Index.
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Results and Discussion

a) Correlation analysis

Although this thesis cannot comment on causation, the results reported
in Table 26 below reveal information on the strength of the relationships

connecting the four macroeconomic variables. It shows a significant positive

relationship between stock market capitalization and Money Supply and a

negative correlation between Consumer Price Index. These results support the

inclusion of these macroeconomic variables in our analysis.

Levine and Zervos (1998) established that measures of stock market

development are positively correlated with measures of financial intermediary

development. This chapter examine if this complementary relationship exist in

emerging economies. Data permitting, this thesis average the data over the

period 1996-2011 so that each country has one observation per variable. The

computed correlation petween stock market development (measured by market

capitalization) and all the other explanatory variables for this empirical chapter

is shown in Table 26 below.

The correlation analysis reveals that the data sets are highly correlated

with each other. MSiz is highly correlated with both CPI; ;. GDP;, is also found

to be highly correlated with CPI, ;. Our finding confirms the work of Demirguc-

Kunt and Levine (1996b)- The financial intermediary development and stock

market development are complements rather than substitutes. In general, the

data sets aré highly correlated meaning a change of one of the variable would

result to a substantial change on the other variables which is expected for such

macro—economic variables.
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Table 26 - Correlation of macroeconomic variables and SMC (levels)

- ?l:)’IOC MS CPI GDP MSxGDP CPIXGDP
MS 0.531**  1.00

CPI -0.454** 0.657 1.00

GDP -0.581** -0.546** -0.683* 1.00

0.463 0.647* 0.611 1.00

MSxGDP  0.507*
0.558*  -0.523* -0.547 0.641 1.00

CPIxGDP  -0.423*

* ** #x* Correlation is significant at 1%, 5% and 10% level respectively (2-tailed)
-tailed).

Source: Field survey, Winful (2016)

b) Regression Analyses and Hypothesis Testing

However, before the regression analysis, this chapter sought to establish

the trend of the four data sets in order to establish the trend of the involved
olve

macro-economic variables.
For the heterogeneity across the countries and heterogeneous serial
ria

correlation structure of error term, three different panel unit root tests were
employed. The research considers three statistical tests for testing if each series
in each panel are integrated of order one, otherwise known as stationarity test.
These tests are Levin, Lin and Chu (2002) test, Im, Pesaran and Shin(2003) test

and Hadri (2000) test for stationarity.
The LLC test is employed to test the stationarity of the panel for it allow
s

heterogeneity of individual deterministic effects and heterogeneous serial
ia

structure of the error terms assuming homogeneous first ord
er

correlation
autoregressive parameters (Chiawa and Asare 2009). LLC model tests the null

hypothesis of the presence of unit roots against alternative of stationarity. Im
* 9

Persan and Shin (2003) broa
ally simple test structure. The IPS test made the estimation for

dened the LLC test by presenting a more flexible

and computation
each of the ‘i’ sections possible. IPS tests the null hypothesis of unit root against
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heterogeneou
s al i
ternative hypotheses which specify that so
me series i
panel are non station i o
ary. Hadri (2000) test is distinctive from oth
mentioned abov i e
e for testing the absence of unit roots, i.e i
, i.e. variance of the

.

permits an casy formulation for a resi
esidual based La
grange-Multiplier (LM
) test

of stationarity. Here, it i
ty. Here, 1t 1S assumed that the time series for each
cross-section.
al

unit is stati inisti
onary ar ound a deterministic level or trend agai t th
s nst the alternati
ve

hypothesis of a unit root.
The results of panel unit root tests for each variable in th
e panel at level

and at first difference are presented in Table 27. The results sh
) s show that all the

panels contain unit roots at level. However, at a first differenced of
ed of the variable
- - s’
the panels are said to be stationary, though there may be possib
. ossibility of non
stationary series in a stationary panel as the panel unit root test will
will not identify
the particular series that is not stationa is i
ry. This is onl
y drawback of th
e panel
st, nevertheless stronger and hi
gher degree of .
power is gained i
in

unit root te
panel setting than in the usual single cross-sectional setting. This i
. This is as a result
of the combination of information from time series and cro
ss-sectional data
which leads 10 jmprovement of power of test (Im, P
, Pesaran and Shin, 2

n two folds. First, carried out with the inclusi

ion of

tests aré conducted i
ﬂle 'nc "s'o“ :f . R
l ] : 1 1 idual effect plug

individual effects followed by
me. The results show that some of the panels contain uni
unit root

deterministic ti

Jusion of time trend
e variables are tested

of significan

ce

only at the in¢ while others confirm
the presenc
e of unit root

at both levels of testing All th

—values displayed with their correspondin .
g t- statistic in
parenthesis.

and the p
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Th

series as non-stationary int

markets performance

regression analysis 1S conducted whe

regressed against the

four predictor variables;

e results from these three tests provide support for treating all the individual
heir levels but stationary in their first differences.

In order to establish whether there exists a relationship between stock

of emerging economies and macroeconomic variables, a
?
re the stock market performance is

Gross Domestic Product (GDP),

Consumer Price Index (CPI) and Money Supply (M2).
Table 27 - Results of the Panel Unit Root Test ©)
Variable L LLC Test IPS Test Hadri Test
NT T T NT T
SMC 0.031 0.178  0.328 0.327 0.000 0.0304
4.53) (6351 0.426) (0457) (12.177 (1.584)
ASMC 0.0000 0.0115  0.0000 0.0000 0276 0.1754
4.866) (2431) (5.481) (4.047) (0.577) (0.781)
GDP 0.047  0.048 0341 0304  0.000  0.000
(1.571) (1.141)  (0.754) (0.755)  (14.52) (7.915)
AGDP 00114 0000  0.000 0.000 0235  0.584
(2.141) (3.552) (5.829) (5.534) (0.677) (0.597)
MS 0.022 0179 0.32 032  0.000  0.03
433 (069 0.42) (042) (13.16)  (1.59)
AMS 0.000 002  0.000  0.000 0.28 0.19
667 2l 1) (658 (433 (433 (433
CPI 0.001  0.001 0212 0210  0.000  0.000
-487) (670 (-0.81) (-0.81) (15.34)  (-9.06)
0.079 0.001 0.212 0.210 0.237 0.70
ACPI (-1.42) (-4.35) -6.59) (528  (0.72) (-0.52)
MS*GDP 0.065 0.057  0.124 0.309 0.000 0.014
B e o G
0.000 O ° ; 108 0.01
AMSxAGDP (7.42) (523 (339 (4347 (1.83) (2.22‘;
CPIxGDP 0.011  0-108 0.077  0.104  0.000  0.004
(-2.03) (217 (234 (-1.166)  (9.37)  (6.93)
001 0000 0000 0.000  0.155 0.
0.9 (-3.12) _(3.764) (3443) (191 (01(;172)

DP
ACPIXAG (4249 B2
=< the t-values,
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Source: Field surveys

ful (2016)
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Panel Co integration Test

The results of Pedroni (1999) cointegration test for all the panels under
investigation is show in appendices 5 and 6. Schwarz Information criteria (SIC)
selects the maximum lag of 4 without the inclusion of deterministic trend and

n

intercepts in co integrating relation and results reveal that the panels ar
€ Co

integrated since six out of the seven statistics provided fail to accept the null of
o

no cointegration at 5% level of significance. However, all the four panel
A ane

statistics of Westerlund test at lag and leads of 1 reject the null of
of no

cointegration at 59 level of significance as shown in appendix 6. All variabl
. aoles

in the panel are 59, level of significance with their corresponding t statistic i
cin

parenthesis.

To circumvent the problems in the presence of endogeneity between
Vit

and x;; and serial correlation between u;.and vy, the DOLS estimator bec
omes

necessary as OLS will be biased and inefficient (see Kao and Chiang, 2000; and
9 s an

Erikson 2005). Inspite of the advantage of DOLS, OLS was computed and th
e

results compared with DOLS results.

Selected macroeconomic variables

The three predictors for this empirical chapter are GDP, Money Suppl
’ pply

and Consumer Price Index, while the criterion variable is stock k
market

capita]ization. It iS assumed that the selected lllaCl'OCCOllO[nic variables wE th
re tne

best predictors for StOCk market perfolmance; if llOt, then the Study needed t
€a to

dUCt a further tests i“ order to e]i"li"ate any potential biases to mak th
€ the

mated best linear unbiased estimators (BLUE). Accordi
. ing

con

OLS regression esti

to Addelbaki (2013), in conducting a quantitative research, one of the means of

testing objectively the relationship among variables is to engage in an inquiry
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by having assumptions clearly stated and testing for theories deductively while

guarding against bias, controlling for substitute clarifications, and be skillful to

generalize and replicate findings.

It is established that least squares method produces the best straight line.

However, there may be in fact no relationship or perhaps no linear relationship

between the explanatory variables and the dependent variable. By this a straight

line model is likely to be impractical. Because of this possible problem it is

important that assessment on how well the linear model fits the data is

determined using the following techniques, standard error of estimates,

coefficient of determination and analysis of variance. Our variable of interest

are GDP, MS and CPI, and our interest is to determining whether a linear

relationship exit between the explanatory variables and SMC. A large F-statistic

value of 52.11 indicates that the model using OLS fits the data series. About

21.7% of the variations in SMC are accounted for by the explanatory variables

as shown in Table 28 below.
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Table 28 - Macroeconomic Variables and Stock Market Variable (Levels)

Variable OLS OLS Rob FGLS
GDP 0.090 0.090 0.077***
(0.082) (0.046) (0.020)
MS 0.034 0.034 0.076***
(0.047) (0.025) (0.018)
CPI -0.097 -0.097* -0.042*
(0.051) (0.046) (0.016)
Constant 1.151%* 1.151** -4.677**
(0.435) (0.436) (1.053)
Obs 615 615 615
Number groups 41
R-squared 0.217 0.217
Adj R-square 0.411 0.216
F value 52.11 63.57
Prob F 0.000 0.000
AR(1) 0.8857
Wald chi2 865.88
Prob 0.0000
Dependent variable SMC; *p<0.1,**p<0.05, *** p <0.01

Source: Field survey, Winful (2016)

The relationship between GDP and SMC is described by 0.09 with

standard error of 0.082. To test the statistical significance of the relationship, at

5% o level our conclusion is that there is not enough evidence to reject the null

hypothesis of no relationship. The relationship between MS and CPI on SMC

are expressed by 0.034 and -0.097 respectively. The signs are as expected but

both were insignificant in explaining variations in SMC. Likely explanation of

the insignificant linear relationship of MS and CPI could be due to different

economic Size and growth rate of emerging countries sampled. That is the

characteristics of the emerging economies sampled are relatively different from

each other. A VIF value of 4.7 shows that the variables are correlated and that

the coefficients from the OLS regression are not stable. With a DW of 1.12 the

null hypothesis that there is no serial correlation in the errors. Breusch-Pagan

indicate that heteroskedasticity is present.

test of a large chi-square of 57.1
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Column two of Table 28 above correct for heteroskedasticity by using
robust standard error. Comparing column one with column two of Table 28 it
abundantly clear that correcting for heteroskedasticity improves the result
slightly. A relatively high value of F-statistic in relation to column two of Table

28 implies that the model best described the data set. All (GDP, MS and CPI)

the variables were not significant at all three traditional significant levels. The

F test was significant indicating that the model fits the data set. Breusch-Pagan

test of a large chi-square of 49.89 indicate that heteroskedasticity is present. Our

study also reject the null hypothesis of no serial correlation in the errors with

DW test of 0.89.
Using FGLS the study corrects for both heteroskedasticity and serial

correlation in the model gives the following result as shown in column three of

Table 28 above. All the explanatory variables which not significant in column

two became significant in explaining variations in SMC. That is modeling

heteroskedasticity and autocorrelation in the models, the variables became

significant in explaining variations in SMC. The p-value 0.000 of wald test the

model fits the data set.

The relationship between the explanatory variables GDP, MS and CPI

with SMC are expressed by the following coefficients, 0.077; 0.076; and -0.042
respectively. T he signs are all as expected. To test the statistical significance of

the relationships, the p-values of the z-scores of 0.000 for all explanatory

variables implies that there are enough evidence to conclude that there is

cant linear relationship between them and SMC. DW test of 1.17 and

signifi
Breusch-Pagan test of 53.19 suggest that serial correlation and

heteroskedasticity are statistically significant in the model.
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The relationship between AMS and ASMC is expressed by 0.131 with a
standard error of 0.038. There is enough evidence to conclude that there is

positive linear relationship between them with the t-statistic of 3.42. The

coefficient of -0.385 describes the relationship between ACPI and ASMC. There

is enough evidence to statistically conclude that there is linear relationship. The

test of the null hypothesis of the relationship between AGDP and ASMC is also

rejected at 5% significant level. An R-square of 0.298 implies the model is able

to account for 29.8% of variability of ASMC.

Table 30 - Macroeconomic Variables and Stock Market Performance (Diff)
DOLS Newey-West

Variable
AGDP 0.225%* 0.177*%*
(0.084) (0.062)
AMS 0.131%** 0.081%**
(0.038)  (0.006)
ACPI -0.385** -0.058%**
0.137) (0.019)
Obs 614 614
Number groups 41
R-squared 0.298
Adj R-square 0.270
F(3, 610) 47.51
Prob 0.000
wald chi2 49.3
Prob 0.000

Dependent variable SMC; * p <0.1, ** p <0.05, **
o - «ls p ,05’ % p < 0.01
Source: Field survey, Winful (2016)

Test for the presence of serial correlation in the errors with a DW test of

0.93 means that serial correlation is present in the residuals. Our study also

e null hypothesis of homeskedasticity (Bresuch-Pagan test 49.63). The

reject th

estimated regression parameters remain unbiased estimators of the
onding true values, leaving the estimated models appropriate for

timates and the models can be used for predicting values

corresp

establishing point €S
The VIF test of 2.15 implies that there is not enough evidence to conclude that
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multicollinearity i . .
ulticollinearity is relatively absent in the model. Hence there is stability in th
ity in the

coefficients of the model and variance of the regression estimate

Column two of Table 30 above establishes the relationship between

macroeconomic variables (AMS and ACPI) and ASMC by correcting for both
r bot!

heteroskedasticity and serial correlation using Newey-West technique. Th
ue. The

variables in the model are significant and the signs are as expected. The resul
. result

confirms that there is enough evidence to conclude that there is a li
a linear

relationship between the selected macroeconomic variables and SMC. Th
. These

relationship are expressed by AGDP (0.177), AMS (0.081) and ACPI (0.058)

with associated Newey-West standard errors of 0.062; 0.006; 0.019 and 0.028

respectively assuming all other variables in the model are constant in th
e case

of each. There is also enough evidence to conclude that these variabl
es are

nificant with the right signs at 5% significant level. The DW test of 1.9
. of 1.97

fails to reject the null hypothesis that errors are serially

sig
implies that our study

correlated at 5% significance level. Breusch-Pagan test of chi-square of 0.438

fail to reject the null hypothesis. That is no problem of heteroskedasticity
icity.

Money Supply

Our study test the relationship between Money Supply and stock market
performance with model 3 as shown in column one of Table 31 using OLS. The
rcept is 3.915 which is the stock market performance when all the

jables are zero (0). It is misleading to interpret particularly if
y i

inte

independent var

zero (0) is outside the range of the values of the independent variables. Th
. The

relationship between the variable of interest Money Supply and stock mark
arket

performance is described by 0.076. For every 100% increase in Money Suppl
PPy

t performance increas .
(MS), stock market p es by 7.6%. The sign is as expected.
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he alu f isti i

performance. The interaction effk
oct the MS and GDP i
is also not statisticall
y

significant but there is enou i
gh evidence to infer li
near relation betwee
n GDP

and stock market performance.

Table 31 - Money Supply and Stock Market Performance (Levels)
OLS OLS Rob FGLS

Variable
GDP 0.427
. 0.427 0.084**
. 0220 (0.209) ioifog)*
S 0.076 0.234%*
MS*GDP 0047 Cosr (0.089
(O.gg 0.047 0.013%+*
c .053) (0.05) (0.002
onstant 3.915%** 3.0]15%** 3 7'01*1*
(1.202) (1.201) (1.102
Obs 615 615 1)
Number groups 615
R-square 0.273 0.27 4
Adj R-squar® 0.411 0:242
F value 48.15 57.96
Prob F 0.000 0.000
AR(1)
Wwald chi2 976886 7
14
0.001

—y
able SMC; *n<0.1, **
P : p<0.05,***p<().01

Dependent vari M
Source: Field survey, Winful (2016)

The model is able to explain 27 3% of the variati
. ariations in ASMC. A1
. A large

i of 51.03 implies that the model fit the data
set. VIF value of 4.9
.9 shows

coefficients of the model are. From all the variables of int
erest

F-statist

how unstable the

there is enough evidenc® to conclude that there i
e is no statistical signi
significant

relationship petween them. Breusch-Pagan test of
a small chi-square 45
.87

implies that heteroskedasticity is probably a problem. D
. DW of 1.09 impli
. plies that

residuals are positively correlated.
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From column two above of Table 31 above our study correct for
heteroskedasticity from the model by computing robust standard error. Our
results still have AMS and the interaction of AGDP and AMS not being

statistical significant but there is significant evidence to reject the null

hypothesis that AGDP has no significant effect on ASMC. The VIF of 4.6

implies that the coefficients of the estimate are not relatively stable
Breusch-Pagan test of a large chi-square indicate that heteroskedasticity

is present. In this model, the chi-square value of 34.82 is large, indicating

heteroskedasticity is a probl

orrelated. An F-statistic of 57.96 shows that the model fit well the

em. DW of also 0.854 implies that residuals are

positively ¢

data set.

Our study correct for the problem of heteroskedasticity and serial

correlation by using FGLS as shown in column three of Table 31. A wald chi2

of 768.14 confirms that the model fits the data. There is significant improvement

in the result as our study correct for both heteroskedasticity and serial

correlation. Our variable of interest which were not significant in explaining

variations in SMC turn out to be significant as our study corrected for

heteroskedasticity and serial correlation.

All the variables of interest are statistical significant in explaining
changes in SMC. The signs are all as expected. Since the value zero is outside
the range of values of independent variables the interpretation of the coefficient
of MS is misleading. To resolve this problem our study determine the partial
effect of MS given average GDP and this coefficient is described by 0.093 with

Newey-West standard error of 0.033which yields t-statistic of 2.82. That is 1%

increase in MS given average GDP yields 0.093% increase in SMC. It is
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established that GDP complement MS in explaining variation in SMC. Breusch-

Pagan test of a large chi-square 68.45 implies that heteroskedasticity is probably

a problem. DW test of 1.019 reject the null hypothesis of no serial correlation

Wald chi-square of 768. 14 confirms that the model fit the data set.
Estimation on nonstationary variables had the tendency to give a

misleading parameter estimate of the relationship between independent

variables and dependent variable. To account for the problem of endogeneity

and serial correlation, our study uses use DOLS estimator. The result of DOLS

estimation of model 3 of the difference in variables is presented in column one

of Table 32 below. Wwald chi-square of p-value 0.000 implies the model fit the

data set. All the explanatory variables are significant in explaining variations in

ASMC and the signs are as expected.

Supply and Stock Market Performance (Diff)

Table 32 - Money

Variable DOLS Newey-West
—  AGDP 0.644%* 0.644%**
(0.241) (0.162)
AMS 0.042%** 0.081***
(0.013) (0.016)
AMS*AGDP 0.001*** -0.058***
_ (0.0003) (0.019)
Obs 614 614
Number groups
R-squared 0.384
Adj R-square 0.263
F(3, 610) 43.64
Prob 0.000
Wald chi2 54.9
Prob 0.000

__-———-’i Py R *
endent variable SMC; *p<0.1, ** p<0.05, *** p <0.01

Dep
Source: Field survey, Winful (2016)

215



To determine the statistical significance of the coefficient of the partial
effect of AMS on stock market performance our study need to rerun the
regression where it replace the interaction variable with gross domestic product
less the average gross domestic product multiple by AMS. This gives as the new

coefficient on AMS (the coefficient of partial effect), the estimated effect at

gross domestic product of 18.64, along with a standard error. Running this new

regression gives the standard error of f; + P3(18.64) = 0.063 as 0.0235,

which yields t = 2.66. Therefore at the average gross domestic product, our

study conclude that AMS has statistically significance positive effect on stock

market performance. An increase in Money Supply will increase the liquidity

in the economy resulting in an increase in the purchasing power of the citizenry.

This means that more money will be available not just for consumption but also

for investment hence, an increase in stock market performance. Also people

tend to demand more when they have more money in their hands and thereby
the prices of shares may increase which leads to stock market performances

rising. These results support the real activity theorists’ argument that an increase

in Money Supply increases stock prices and vice versa.
There is also enough evidence to infer a linear relationship between

AGDP and stock market performance for all the three models. Most industries
are procyclical in nature, meaning that the firms in the industry do well as the
economy does well and vice versa. If AGDP is high, the stock prices generally
tend to be high as companies are doing better than otherwise. So, AGDP is an
important determinant of stock prices. Breusch-Pagan test of a small chi-square
0.473 implies that heteroskedasticity is probably not a problem. DW test serial
correlation of 1.05 also reject the null hypothesis of no serial correlation. The
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results are in line with the findings of Levine and Zervos (1998), Garcia and Liu

(1999), Yartey (2008) and Mishal (2011).

Our study account for the problem heteroskedasticity and serial
correlation using Newey-West technique on the variables in their first
difference. As presented in column two of Table 32 above. The linear
relationship between the variable of interest AMS is expressed by 0.042 with

Newey-West standard error of 0.013 assuming that AGDP and the interaction

of AMS and AGDP are constant. Since the value does not fall within the range

of values for AGDP and also the fact that the interaction effect is significant

makes the interpretation of AMS tricky. To resolve this problem our study
determined the partial effect of AMS given average AGDP and this coefficient

is described by 0.061 with Newey-West standard error of 0.017 which yields t-

statistic of 3.47. That is 1% increase in AMS given average AGDP yields

0.061% increase in ASMC. It is established that AGDP complement MS in

explaining variation in ASMC. The R-squared of 0.366 implies that the model

explains 36.6% of the variations ASMC. Breusch-Pagan test of a small chi-

square 0.457 implies that heteroskedasticity is probably not a problem or at least

that if it is a problem it isn’t a multiplicative function of the predicted values.

DW test serial correlation of 2.019 also fail to reject the null hypothesis of no

serial correlation. wald chi-square of 82.3 confirms that the model fit the data

set.
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Consumer Price Index

Our study test the relationship between Consumer Price Index and stock
market performance with model 3 as presented in column one of Table 33
below. The intercept is 2.931 which is the stock market performance when all
the independent variables are zero (0). It is misleading to interpret particularly
if zero (0) is outside the range of the values of the independent variables.

Table 33 - Consumer Price Index and Stock Market Performance (Level)

Variable OLS OLS Rob FGLS
GDP 7.54%** 7.54%*x* 0.05]***
(2.163) (2.161) (0.007)
CPI 0.008 0.008 -0.105%**
(0.011) (0.005) (0.029)
CPIxGDP -0.003 -0.003%** -0.005%**
(0.006) (0.001) (0.001)
Constant 2.931** 2.931%* -14.051 *%**
(1.019) (1.018) (2.192)
Obs 615 615 615
Number groups 41
R-squared 0.233 0.241
Adj R-square 0.411 0.231
F value 48.15 55.82
Prob F 0.000 0.001
AR(1) 0.8633
Wald chi2 974.15
Prob 0.0000
Dependent variable SMC; * p<0.1, ** p <0.05, *** p <0.01

Source: Field survey, Winful (2016)

The relationship between the variable of interest Consumer Price Index

and stock market performance is described by 0.008. For every 100% increase

in Consumer Price Index (CPI), stock market performance increases by 8%. The

sign is as expected. The value of the test statistic t is 0.73 implies that there is

not enough evidence to infer the existence of a linear relationship between the
CPI and stock market performance. The interaction effect of CPI and GDP is
rather statistically significant. That is our study infer that but there is enough

evidence to infer linear relation between interaction effect of CPI and GDP, and
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stock SMC. The model is able to explain 23.3% of the variations in ASMC. A
large F-statistic of 48.15 implies that the model fit the data set. VIF value of 4.9
shows how unstable the coefficients of the model are. From all the variables of

interest there is enough evidence to conclude that there is no statistical

/

significant relationship between them. A DW test of 1.14 and Breusch-Pagan

test of 51.4 means that our study have problem with the serial correlation and

heteroskedasticity.

Correcting for heteroskedastic using robust standard error in column two

above shows an improvement in the result in column one of the same table. F-

statistic of 55.82 implies the entire model fit the data set and it explains 24.1%

of the variations in SMC.

In model 3 our study consider the effect of Consumer Price Index (CPI)

on stock market performance of emerging markets. This relationship is

expressed by 0.008 with standard error of 0.0048 which yield a t-statistic of -

1.67 assuming that all other factors are zero. The sign is not as expect. By

implication there is no evidence to conclude that the coefficient of CPI is not

equal to zero (0). This may mean no evidence of linear relationship or there is

linear relationship but because of the problem of multicollinearity our study fail

to reject the null hypothesis.

The interaction effect of CPI and GDP on SMC is significant which

implies that the coefficient of CPI when all other factors are zero is misleading

since the effect CPI on SMC is also influenced by GDP. To determine the actual

effect of CPI on SMC, our study must plug in interesting values of GDP to

obtain the partial effect. The mean value of GDP is 18.64, so at the mean GDP

the effect of CPI on SMC is -0.048. The standard error of this coefficient is
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0.016 yields a t-statistic of -2.99. With relation of GDP to SMC there still

enough evidence to conclude that there is a linear relation between them

confirming the relationship in model 3.

Our study test for serial correlation and Heteroskedasticity in the error
term in the model using DW. This assumption is formally expressed as E (eie;j)
= 0 for all i # j, which means that the expected value of all pair-wise products
of error terms is zero. Because testing hypotheses about the slope coefficients

and computing the corresponding confidence intervals rely on the calculated ¢

values as the test statistics, the presence of correlated error terms means that
inferences cannot be made reliably. A DW test of 0.351 implies the presence
of positive autocorrelation in the error term at 5% significance level. That is the

error covariances are not zero (0) and this will underestimate the variance of the

parameters in the model and also can cause use to reject null hypothesis when

it is true. Breusch-Pagan test the null hypothesis that the error variances are all

equal versus the alternative that the error variances are a multiplicative function

of one or more variables. A large chi-square of 37.83 indicates that

heteroskedasticity is present.

In the analysis above the study reject the null hypothesis of no

autocorrelation and also the assumption of homoscedasticity for all the models

discussed. The method of generalized least squares (GLS) is introduced to

improve upon estimation efficiency when var(SMC) is not a scalar variance-
covariance matrix. This technique allows estimation in the presence of AR(1)

autocorrelation within panels and cross-sectional correlation and

heteroskedasticity across panels. Although these conditions have no effect on

the OLS method per se, they do affect the properties of the OLS estimators and
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resulting test statistics. Hypothesis testing based on the standard OLS estimator

of the variance covariance matrix becomes invalid.

Using FGLS gives the following result as shown in column three of
Table 33 above. The p-value of wald test for all the models were significant at
all the traditional significant levels. The relationship between CPI and SMC is

expressed by -0.105 with standard error of 0.029 which yield a t-statistic of -

3.63 assuming that all other factors are zero. The sign is as expect. By
implication there is enough evidence to conclude that the coefficient of CPI is

not equal to zero (0). This may mean there is enough evidence to infer linear

relationship. The interaction effect of CPI and GDP on SMC is significant which

implies that the coefficient of CPI when all other factors are zero is misleading

since the effect CPIon SMC is also influenced by GDP. To determine the actual
effect of CPI on SMC, the study must plug in interesting values of GDP to

obtain the partial effect. The mean value of GDP is 18.64, so at the mean GDP,

the effect of CPI on SMC is -0.048. The standard error of this coefficient is
0.016 yields a t-statistic of -2.99. With the relation of GDP to SMC there still

enough evidence to conclude that there is a linear relation between them

confirming the relationship in model 3.

The study test for serial correlation in the error term using DW. A DW
test of 0.614 implies the presence of positive autocorrelation in the error term at

5% significance level. That is the error covariances are not zero (0) and this will

underestimate the variance of the parameters in the model and also can cause

use to reject null hypothesis when it is true. Breusch-Pagan test the null

hypothesis that the error variances are all equal versus the alternative that the

error variances are 2 multiplicative function of one or more variables. A large
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chi-square of 41.32 indicates that heteroskedasticity is present. The

consequence of this is that the standard errors and t-statistics for the models are

invalid. The VIF test was performed in order to measure the extent to which the

repressors were related to other repressors and to find out how the relationship

affected the stability and variance of the regression estimates. Variance inflation

factor of 4.54 shows that model have relatively moderate multicollinearity

problem. Severe multicollinearity is problematic because it can increase the

variance of the regression coefficients, making them unstable.

Since the variables under consideration are not stationary the study used

the first difference of the variables to confirm our results using DOLS

estimation technique. The study also realize that correlation of first difference

of the data series aré significant as shown in column one of Table 34 below.

This reduces the possibility of multicollinearity problem.

nsumer Price Index and Stock Market Performance (Diff)

Table 34 - Co
Variable DOLS Newey-West
AGDP 0.161*** 0.101%**
(0.055) (0.034)
ACPI -0.081** -0.063*
(0.029) (0.029)
ACPIXAGDP -0.062** -0.009***
_ (0.023) (0.003)
Obs 614 614
Number groups 41
R-squared 0.336
Adj R-square 0.323
F(3, 610) 48.29
Prob 0.001
Wald chi2 48.9
Prob 0.000

Dependent variable SMC; *p <0.1, ** p < 0.05, *** p <0.01
Source: Field survey, Winful (2016)
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Correcting for serial correlation of the errors and endogeneity problem
the relationship between ACPI and ASMC is statistically significant and
expressed by -0.081 when all other explanatory variables in the model are held
constant. As shown in column one of Table 34, the sign of the linear relationship
is as expected. That is 100% increase in ACPI decrease the ASMC by 8.1%.
There is also enough evidence to conclude that there is linear relationship
between the interaction of ACPI & AGDP and ASMC. With the interaction
effect being significant then the actual effect of ACPI at mean GDP is -0.027
with a standard error 0.0104 which yields a t test of -2.64. Therefore at the

average AGDP, the study concludes that ACPI has statistically significance

negative effect on stock market performance.

DW test of 1.32 testify that the errors are serially correlated at 5%
significance level. That is the error covariances are not zero (0) and this will
underestimate the variance of the parameters in the model and also can cause
use to reject null hypothesis when it is true. Breusch-Pagan test the null
hypothesis that the error variances are all equal versus the alternative that the
error variances are a multiplicative function of one or more variables. A large
chi-square of 54.09 indicates that heteroskedasticity is present. The
consequence of this is that the standard errors and t-statistics for the models are
invalid. The VIF test of 2.16 shows that model have relatively moderate
multicollinearity problem hence the regression coefficients are stable.

To account for the problem of heteroskedasticity and serial correlation
our study used Newey-West technique on the variables in their first difference.
s shown in column two of Table 34 above. The effect of ACPI on ASMC is

A
expressed by -0.063 with a t-statistic of -2.91. This implies there is enough
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evidence to conclude that there is negative linear relationship between ACPI and
ASMC assuming that other variables in the model are constant. That is as ACPI
increases by 1% ASMC reduces by -0.063. It is also established that interaction
effect has negative effect on ASMC. The partial effect of ACPI given average
AGDP is expressed by -0.249 with Newey-West standard error of 0.080 which
yields a t-statistic of -3.11. The relationship between GDP and CPI is expressed
by 0.101 with Newey-West standard error of 0.034. With this the study infer
that there is enough evidence to conclude that GDP and SMC are positively
linearly related.

Breusch-Pagan test the null hypothesis that the error variances are all
equal versus the alternative that the error variances are a multiplicative function
of one or more variables. Breusch-Pagan test of a small chi-square 0.457 implies
that heteroskedasticity is probably not a problem or at least that if it is a problem
it isn’t a multiplicative function of the predicted values. DW test serial
correlation of 2.012 also fail to reject the null hypothesis of no serial correlation.
Wald chi-square of 87.5 confirms that the model fit the data set. VIF of 1.06 for
model 3 shows that the coefficients are relatively stable.

The Consumer Price Index is used as a proxy for inflation. In times of
inflation, prices are always unstable and rising. Income is therefore devoted for
consumption purposes. Savings and investment will therefore be negatively
affected hence affecting stock market performance of emerging economies.

The argument that the stock market serves as a hedge against inflation
is based on the fundamental idea of Irving Fisher (1930), and is known as the

Fisher Effect. The Fisher Effect states that in the long run, inflation and the

nominal interest rate should move one-to-one with expected inflation. This
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CHAPTER EIGHT: SUMMARY CONCLUSIONS AND

RECOMMENDATIONS

Introduction

This thesis has examined empirically the Education, institutional
quality, and macroeconomic determinants of stock market development, using
a panel data of 41 emerging market countries for the period 1996 to 2011. This
chapter covers the summary of the main findings of the thesis. It also covers the

conclusions arrived. Policy recommendations are also suggested and discussed

in this chapter.

Summary of Findings

Education

One of the interests of this thesis is to establish the possible effect of the

ability of the individual to invest in explaining the stock market development in

emerging countries. The model suggests that the Education per labor force and

economic growth can make a statistically significant and economically

meaningful contribution to stock market development. This study conforms to

the theoretical postulation and in the study of Ali (2011) and Yartey (2008). It

is clear from these results that countries with high levels of education stand to

benefit more in terms of stock market development. The results suggest that

policy makers should not expect significant stock market development if the

country’s educational structure is poor. These results are generally in agreement

with the theoretical and empirical literature. There is widespread and robust

evidence that education plays a key role in enhancing stock market

performance, especially in those sectors where productivity and labour

utilization is relatively low. It is obvious that a healthy and dynamic stock

226



market plays an elementary role in spurring stock market performance
Therefore, improving education — in quantitative and qualitative terms — has to

be at the heart of policy measures aimed at raising the stock market performance

in a sustainable manner.

Poor understanding of issues on the part of the public discourages

potential investors from participation in stock markets. Roc (1996) argues that

the propensity to invest in shares rises with the level of education. That is, a
9

higher level of education increases confidence in stock markets by contributing

to a higher level of knowledge concerning financial activities. Without an

educated public which understands the fundamental rules, benefits, and

potential pitfalls of participating in financial investment, stock markets may not

be able to develop. Further, an educated population can increase the number of

available professionals (e.g. financial analysts, accountants and regulatory

analysts) necessary for the development of an institutional and regulatory
framework.

Our findings have important policy implications for emerging countries.

Firstly, education plays a crucial role in stock market development.

Policymakers in emerging economies may initiate policies to foster growth in

the number of secondary school enrolment in emerging economies. Overall
+]

there is widespread and robust evidence that education plays a key role in

enhancing stock market performance, especially in those sectors where

productivity and labour utilization is relatively low. It is obvious that a healthy

and dynamic stock market plays an elementary role in spurring stock market

performance-
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Institutional Quality

The second interest is the effect of institutional quality on stock market
performance. Estimates from several empirical studies like Ali (2011) and
Yartey (2008) specifications were consistent with this model suggesting that
institutional quality can make a statistically significant and economically
meaningful contribution to stock market development. It has also been
established that components of institutional quality also have positive influence

on stock market development of emerging markets. By this findings policies

tailored to reduce corruption, government effectiveness, political stability, voice
and accountability, regulatory quality and rule of law should be taken seriously

and encouraged. The payoffs from strong institutional quality include not only

larger stock markets, but also greater integration with world capital markets via

the influx of capital. Better governance environments increases returns to

shareholders by reducing both transaction costs and agency costs. All these go

to improve on the performance of stock markets. Our findings have important

policy implications for emerging countries in that development of good quality

institutions can affect the attractiveness of equity investment and lead to stock

market development. Also emerging countries should improve their

institutional framework because strong institutional quality reduces political

risk which is an jmportant factor in investment decision. Policy makers must
make sure thata fair level playing field is established, so that investors can focus

their attention on exploiting growth opportunities without fearing for their

property rightS.
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Emerging economies have markets that are taking too long to pick-up.
The road to stock market development depends significantly on institutional
arrangements and the regulatory environment. Quite often these arrangements
have been ignored. Corruption remains dire in emerging economies and

represents a significant risk to financial market development. As stock market
: ets

grow broader and deeper in emerging economies the question becomes more

critical. Results demonstrate a significant positive association between stock
c

market performance measures and the element of institution quality (control of
)

corruption, political stability, rule of law, regulatory quality, voice and

accountability and government effectiveness). These findings suggest countries

with better developed institutional quality would lead to stock market
ets

performance. A future research direction on the association betw
een

institutional factors and financial markets should use firm-specific indicators t
ors to

confirm the findings. Also, exploring how foreign direct investment is impacted

by the institutional quality could have interesting policy implications. The

findings of this paper calls fo
gugi (2003), and Mutenheri & Green (2003).

r institutional reforms as supported by the findings

of Clark (2003), N

According to Bartels et al., (2009) improvements in political economy

considerations, especially the mitigation of political & regulatory uncertainty
(Toumi, 2011) and reduction of corruption (Darley, 2012) will increase th
e

possibility of funding through stock markets.
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Macroeconomic variables

The last concerns of this thesis is to find out the effect of macroeconomic
variables on stock market performance of 41 emerging stock economies over a
period 1996 2011. The study found that gross domestic product, Money Supply.

and Consumer Price Index, are the important determinants of stock market

development.

Several policy implications can be drawn from this study. The
government, in formulating monetary policy, must be aware of the fact that the

stock market responds more favorably to an increase in the Money Supply.

Leaders in emerging economies must also be conscious of the fact that stock

prices tend to increase when the leaders implement expansionary policy to

increase GDP.

Conclusion
This result is generally in agreement with the theoretical and empirical

literature. For instance, Ali (2011) and Garcia and Liu (1999) found that policy

rate, market liquidity and education have a positive effect on stock market

development in emerging markets. The variable of interest Education is positive

and significant in explaining stock market development in emerging markets.

Barro (1991), Benhabib and Spiegel (1994), Barro and Xavier Sala-i-Martin

(1995), Sala-i-Martin (1997), and Salami and Acquah-Sam (2013) also found

schooling to be positively correlated with the growth rate of per capita AGDP

across countries.
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In the case of institutional quality on stock market performance the study
was interested in the effect of institutional quality on stock market development
for emerging economies. Six different sub-categories of institutional quality
(voice and accountability, political stability, government effectiveness,
regulatory quality, rule of law, and control of corruption) are analyzed. The

empirical results are based on annual panel of data of 41 countries covering the

years between 1996 and 2011. The results suggest that institutional quality has

a positive and significant effect on stock market development. Of all the
components of institutional quality only regulatory quality turn out to be

insignificant in explaining stock market performance in the emerging stock

markets.

The study also establishes that financial intermediary (policy rate), stock
market liquidity and the stabilization variable (consumer price change) are the
important determinants of stock market development, while Money Supply does

not prove to be significant. In addition, the study found that financial

intermediaries and stock markets are complements rather than substitutes in

development process. In order to promote stock market development in

emerging economies, it is important to improve stock market liquidity, develop

financial intermediaries and then control inflation.

The salient conclusions drawn from this study suggest that strong
institutional quality, education and macroeconomic variables are important for

the stock market development in an emerging country’s markets. To reverse the

persistent anemic stock market performance trend in emerging economies, both

domestic and external policy makers may have to place significant emphases on

the maintenance of the voice and accountability, political stability, government
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effecti
veness, rule of law, and control of corruption. The need to stabilize th
ize the
mac ic indi i
roeconomic indicators as well as improving upon the knowledge base of th
of the

citi i i
izenry is equally important for performance of stock markets in emergi
merging

e : .
conomies. Although our empirical results are intriguing, they warrant furth
’ er

a . )
nalysis. Much work remains to be done to better understand the relationshi
nship

between stock market performances. Although the paper sheds light on the rol
role

of knowledge, institutional quality and macroeconomic variables on stock
stoc

market development, it does not study individual country cases, nor anal
s yZes

when countries are ready for stock markets development. Finally, Stock mark
. s market

performance is an indicator to the foreign investors on the stability of th k
e stoc

market. It is therefore recommended that good measures should be put in pl
ut in place

to promote the stock market activities which i i
in turn increases the
stock market

performance.

Recommendations
The findings from the three empirical chapters of this thesis have
jmportant policy implications for emerging economies. The following
* are

some recommendations for policy directions to ensure longer-term

development of emerging economies’ stock markets by considering th
e
following policies;

1 Macroeconomic indicators stabilization wi 3
. ill provide i
certain commoditi
odities

and materials, including copper, gold, steel, cocoa and wheat, would d
provide

support for companies in those sectors going forward

5. Promoting the supply of capital by development of a deep and b
and broad

investor base. This liberalization allows forei
eigners to purchase d i
omestic
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market development. These groupings include:

Improve

Buy and hold investors” like insurance companies or pension fund
S.

Defined-contribution public and private pension funds are critical t
)

longer-term capital market development.
“Buy and trade investors” policymakers can help to develop these types

of investors through educational programs as well as policies t
(o

incentivize and encourage the middle class to place savings in mutual
a

funds, unit-linked insurance, and other medium-term products
«Active investors” like hedge funds, some academics and govern
ment

officials, among others, attribute volatility and liquidity crises i
s in

emerging markets to active investors, prompting many market
rkets to
restrict their ability to trade. Policymakers should seek an appropriat
riate

balance in the regulation of active investors, given the benefits they off
offer

financial markets.

«private market investors” such as private equity or venture ital
capita

funds should also be encourage by policymakers. These investors

provide capital for growth, for pre-listing stages, and for financial and
’ an

operational restructuring.

the demand for capital by increasing issuer participation through
ug

the following;

Promoting Of mandating the use of debt capital markets. Polici
. ies can

lead state-controlled entities to use debt capital markets to di ify
iversify at

least part of their debt funding from the banking sector. Similar polici
. icies

mandating diversification could easily be extended to large compani
panies.
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e Promoting capital markets for financing infrastructure. Though ft
. ew

emerging markets have successfully done so, this could be a powerful

lever.

Promoting the development of fast-growing small companies outside of
conglomerates. Developing vibrant startup ecosystems and venture
capital industries to supplant conglomerates as the main source of
funding for innovation would have a considerable impact on the demand

for IPOs in the medium term and hence improve the performance of th
e

stock markets.

4. Encouraging intermediation by creating competition among market
rke

participants

5. Promoting free markets by setting a path for sustainable integration int
mnto

global markets, and

6. Supporting price discovery and resource allocation. Policymakers should

sets precedents and influences market development. No market is perft
. erfect

and interpretations of day-to-day or month-to-month price movements will
wi

vary. Some circumstances call for direct or indirect intervention to su
ppress

the adverse impact of excessive volatility or to redistribute reso
urces to

different groups of people in the economy. These decisions mi
irror
and human development which in this case is

macroeconomic variables,

education. This does not mean abdicating policy, but rather using th k
e market

and incentives embedded in them to carry out policies

7. Policymakers in emerging economies should establish tran
sparent

regulations and standards. The main objective of sound regulation is t
is to

environment with predictable enforcement. The

create a transparent
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objective is for both regulatory and self-regulated institutions to promote
standardization, and as a result, decrease financial cost and risk for market
participants. Pursuing these goals will often require a modified approach
Emerging economies can achieve a good part of their objectives by adopting

standards and regulations that have worked in other economies and h
ave

been adopted broadly in international markets, such as those set by bodi
ies

like the International Organization of Securities Commissions. There should
. ou

a balance between supervision and regulation. Emerging market should
ou

concentrate on better regulation and more engaged, development-minded
’ -minde

supervision.

Policymakers 1n Emerging economies also need enforc
ement

mechanism that matches the maturity of the legal system. Most developed
. elope

markets rely heavily on an independent, efficient, and well-functioni
) - oning

judiciary to support market development. This is not the case in many emergi
ing

economies, and fit-for-purpose institutions or processes could be considered
ered to

Jace or complement the judiciary. While thi
replace or comp judiciary. While this may be beyond the scope of

work for emerging market regulators, they could benefit from creating av
enues

to resolve disputes, such as arbitration forums to settle commercial disput
putes and

specific paths t0 resolve challenges like bankruptcy. This is an adjudicati
icating

authority with the exclusive jurisdiction to deal with all disputes includ
including

y-related cases. This will ensure faster resolution of commercial
ercia

insolvenc

conflicts.

All these policy directions call for stable macroeconomic indi
1ndicators,

good governance and education of general population.
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APPENDICES

Appendix 1 - Indicators of stock market development 1996 —2011
Total Value Stock Market Turnover Number of AGDP

Country
Traded (% Capitalization Ratio Listed per
of AGDP) (% of AGDP) (%) Companies Capita $

Argentina 3.75 30.10 23.36 135 4285.75
Bangladesh 3.77 5.47 54.44 216 377.21
Bolivia 0.11 14.26 0.97 27 1020.64
Botswana 0.88 23.03 5.38 16 4981.22
Brazil 19.67 38.61 53.21 464 4582.71
Bulgaria 2.08 13.03 13.13 402 3437.66
Chile 12.06 95.18 12.66 252 6669.80
Colombia 2.65 25.02 9.93 117 3295.39
Costa Rica 0.67 9.72 529 17 4683.95
Czech Republic 12.64 23.77 53.42 265 11852.47
Ecuador 0.38 7.16 5.20 47 2903.80
Egypt 12.29 34.88 27.11 690 1158.47
Ghana 0.45 15.37 3.29 26 486.02
Hungary 15.57 20.22 66.30 46 9372.58
[ndia 44.04 47.66 103.11 4845 641.97
Indonesia 11.72 26.66 47.89 294 1195.98
Jamaica 3.88 117.63 3.14 39 417891
Jordan 39.69 109.20 29.04 169 2135.87
Kenya 1.58 23.49 5.68 55 528.17
Malaysia 68.64 162.95 39.58 748 4919.38
Mexico 8.52 27.38 32.97 168 7468.29
Morocco 7.98 38.12 17.58 60 1796.14

o 1.73 14.40 8.53 189 684.49
Nigert® 31.50 lo38 16750 683 3Ll
Pakistat 0.55 24.84 2.75 22 4573.13
Panam? 0.12 337 517 s4 1558.13
Paraguay 3.58 31.72 16.37 225 2706.04
Peru . 12.26 51.51 23.53 219 1123.98
Philippines 8.11 19.12 61.71 238 7199.95
Poland' 1.45 10.79 21.14 2963 4280.12
Romania 13.95 61.17 84.02 87 13402.12

Saudi Arabia
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- Indicators of stock market development 1996 — 2011

Appendix 1
(Continuation)
Country Txg g/po)Of (SOZI& gux:nover Listed' AGDP per
AGDP) atio (%)  Companies Capita $
Rse';‘l’;]‘;c 2.18 5.83 40.82 346 10871.28
Slovenia 2.65 19.63 24.27 65 16522.56
ch’r‘:tc*; 60.32 173.05 32.81 534 4990.85
Sri Lanka 2.81 17.92 16.10 227 1103.19
Thailand 44.10 57.64 84.48 424 2401.98
Tunisia 1.68 13.11 12.61 39 2859.05
Turkey 32.11 23.95 135.91 260 6320.72
Uruguay 0.02 0.74 2.77 13 5460.68
Venezuela 1.69 8.57 14.66 74 5462.98
Zimbabw 9.40 84.05 11.03 70 592.08

€
Source: Word Development Index (2012)

Appendix 2 - Mean values of component of institutional quality
o cC va RL RQ PS GE

Country

Argentina .0.4034 029274 -0.54595  -0.449  -0.158  -0.04
Bangladesh -1.0853 -0.419 -0.88288 -0.9328  -1.236 -0.708
Bolivia -0.5842 00207 -0.71315 -0.4165  -0.58  -0.441
Botswana 0.89018  0.58373 0.604985 0.60495  0.9571 0.5529
Brazil -0.0226 038306 -0.30584 0.17987  -0.121  -0.062
Bulgaria -0.2042 0.50559  -0.18042 0.49189  0.2576 0.0326
Chile 1.41986 0.97859  1.244058 1.47027 05722  1.2025
Colombia 02673  -0.3235 -0.62147 0.12835 -1.822  -0.146
Costa Rica 0.55271 09973  0.50956  0.52709  0.6717  0.2557
Czech Republic 035474 094333 0.84427 1.10567 0.8756 0.8707
Ecuador -0.8574 .0.2572 -0.91583 -0.8018  -0.744  -0.782
Egypt 4762 10205 006214 03276 -0627 0329
Ghana 01112 019119 -0.09981 -0.1357  -0.071  -0.06
Hungary 0.52146 1.03645 0.848601 1.10686  0.8661  0.8262
ndia 04185 038603 0102799 03277 -L168  -0.051
[ndonesia -0.8133 .0.3025  -0.70697  -0.3783 -1.395  -0.351
Jamaica 3978 054104 044346 025653 0215 0.1539
0.16751 .0.5878  0.332669 0.25026  -0.305  0.145

M
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Appendix 2 - Mean values of component of institutional quality Continuation
Country CcC VA RL RQ PS GE
Kenya -0.9503 -0.4172  -0.96109 -0.2284  -1.18  -0.556
Malaysia 0.26401 -0.3936  0.497353 0.53187 02162  1.0591
Mexico -0.2926  0.14942  -0.5209 033923  -0.529  0.193
Morocco -0.1556 -0.6245  -0.0692  -0.1643  -0.357 -0.112
Nigeria -1.1099 -0.8482  -1.24584  -0.8989 -1.7 -1.021
Pakistan 09354  -09798  -0.8272  -0.6124  -1.944  -0.549
Panama -0.3139 0.496 -0.14782  0.43084 0.029  0.0989
Paraguay -1.1311 .0.3213 -1.00916 -0.5856  -0.787 -0.938
Peru -0.2706 -0.0817 -0.65427 034411 -0.955 -0.309
Philippines 05756  0.04629  -0.42186 -0.0458  -1.336  -0.046
Poland 036823  0.97555  0.560471 0.79406  0.6237 0.5508
Romania -0.2833 0.40729  -0.10001 0.30437  0.1844 -0.328
Saudi Arabia 02407  -1.6093  0.156765 0.02081  -0.281  -0.219
Slovak Republic 0.2732 0.87462  0.41101 092968  0.871  0.7573
Slovenia 0.96691 1.09796  0.98243  0.83968  1.0384  0.9661
South Africa 0.37684 0.66464  0.090105 0.51175  -0.153  0.5842
Sri Lanka 02432  -03323 01 12142 -0.0735  -132  -0.215
Thailand 02344  -0.1166 0.1 1109 0.25933  -0.576  0.2873
Tunisia -0.0073 .0.9512  0.026233  -0.0333  0.1073  0.4315
Turkey -0.1496 .0.2042 0.034432 0.26525  -0.901 0.1311
Uruguay 098092  0.98193 0.543132 04374  0.7737 0.5012
Venezuela -0.9906 .0.594  -130372 -1.0288  -1.128  -0.972
-1.145 .1.3643 -1.56669 -1.8256  -1.117  -1.07

Zimbabwe
A ance Indictors (2012)

Sourc

. world Governan
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Appendix 3 - Definition and sources of data

Variables Definition Sources
SMC;,_, is the stock market capitalization relative to AGDP,;.
Stock market (InSMCye—InSMCre—1) '
capitalization LASMC;;-q = T x 100, where LASMC;,—, is the yearly ~ WDI, the EMDB of the IFC
(SMC) growth rate of stock market capitalization relative to AGDP, ., at the and local stock markets
present year (t). ‘L’ is the natural logarithm.
M2: M1+ time & savings deposits. MS;, is the Money Supply relative to
GDP,, . It is a proxy for bankin tor d =
Money supply - "lt . proxy ing sector development. LMS; WDI, the EMDB of the IFC
nMSge~InMSge- ;
(MS) ____._——-——'-; P 1-1) 100 is the yearly growth rate of Money Supply and local stock markets
relative to AGDP,, at the current year (1). L’ is the natural logarithm.

Consumer Price
Index (CPI)

Gross domestic

product

Control of corruption
cO

Voice and
accountability

Rule of law (RL)

Political stability
(PVY)

i

? Government

! effectiveness
(GE)

Regulatory quality
! (RQ)

| Institutional quality

LCPI;, is a proxy for macroeconomic stability. LCPIy=

.(_‘P_C_"_"-;-;—}E—C—P-’—"—'—‘leoo, where LCPIj, is the yearly growth rate of LCPI;,
i
at current time (£). ‘L’ is the natural logarithm.

Gross domestic product over population (GDP per Capita)

The abuse of public power, office, or resources by government officials or

employees for personal. The extremity of the institutional quality indicator range is

approximately 2.5 and 2.5 with lower values representative of poorer institutional

quality scores.
gree of citizen participation in government and in the policy making

The de
uality indicator range is approximately

ss. The extremity of the institutional q

proce:
2.5and2.5 with lower values representative of poorer institutional quality scores.

The right to a fair and public trial without undue delay. The extremity of the

institutional quality indicator range is approximately -2.5 and 2.5 with lower values

representative of poorer institutional quality scores.

rs which undermine political stability such as conflicts of ethnic, religious,

ent action:

social conflicts, and external public security. The extremity of the institutional

quality indicator range is approximately -2.5 and 2.5 with lower values
representative of poorer institutional quality scores.

measures the quality of public services and policy

ntation, and thus indicates the credibility of the

Facto

and regional nature, viol s by underground political organizations, violent

Government effectiveness

formulation and impleme
tment to sucl

govemment's commi
quality indicator range is approximately -2.5 and 2.5 with lower values

;epresentative 4}

h policies. The extremity of the institutional

£ poorer institutional quality scores.
city for government to formulate and implement sound policies and

The capa
ons that permits and promotes private sector development. The extremity of

regulati . .
ndicator range 1S approximately -2.5 and 2.5 with lower

the institutional quality i
values representative of poorer institutional quality scores.

posite index computed
the researcher. The extremity of the institutional quality

ator range i approximately _2.5 and 2.5 with lower values representative of
poorer institutional quality scores.

asured by secondary school enrolment as a percent of a total

This is a cOM by row average of component of institutional
quality computed by

indic

This index is ME
population.

WD, the EMDB of the IFC

and local stock markets

WDI, the EMDB of the IFC
and local stock markets

Worldwide Governance
indicators

Worldwide Governance

indicators

Worldwide Governance
indicators

Worldwide Governance
indicators

Worldwide Governance
indicators

Worldwide Governance
indicators

Computed by the researcher

WDI, HD],
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Appendix 5 - Pedroni Cointegration Test

Within stat Panel rho Panel v Panel PP Panel ADF
Statistic -3.411 0.54967 -5.309 -6.408
P-value 0.024 0.2897 0.0000 0.0000

Between stat Group rho Group PP Group ADF

Statistic -3.8121 -4.0947 -5.991
P-value 0.000 0.031 0.0000

Source: Field survey, Winful (2016)

Appendix 6 - Westerlund Cointegration Test

~ Within stat G tau G alpha P tau P alpha
Statistic -5.933 -11.401 -14.108 21.433
P-value 0.021 0.0000 0.0000 0.0000
Source: Field survey, Winful (2016)
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Figure 4. Emerging economies excluding Africa.
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Figure 6. Emerging economies excludin

k market
chk market
emerging
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ty-two from other continents.
tion which is a measure 0 or
lent had being relatively stable
sonomies sampled for this article-

Sure is stock market C capitalizal

GDP in percentage terms. South Africa .
: : and

are the only African economies sampled that pave stook

market capitalization making more than 50% of their GDP

as shown in Figure 3. All the other African countries

sampled were below 50% of their GDP.



narket capitalization of emerging stock markets
$604 billion to $3,074 billion for the period 1990

The trend continued in the 2000 with countries

sy
laysia, Jordan, Jamaica, Chile, Saudi Arabia,

and Philippines accounting for the rise in stock
italization as portrayed in Figure 4. In terms of
arket capitalization most of the economies
b afe making less than 50% of GDP. With the
gconomies sampled economies with high stock
Fapitalization it is only South Africa, Morocco, and

| Botswana with GDP like South Africa in
market

™
ge terms is cited as having low stock
high stock market

uon and Zimbabwe with

tion cited with low GDP as shown in Figure 5.

- case emerging economies outside Africa
-J,‘c'ted with high stock market capitalization are
| Figure 6 with relatively low GDP. Slovenia with
[ k Lmarket capitalization is cited here as the
jwith the highest GDP so is Czech Republic.
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Osei (2006) investigates both the lo
short run associations between the Gha:g ;;J:cka':arg‘ et
and macrqeconomic variables. The paper establishe
tha_t there is co-integration between the macroecono e
variables and Ghana stock market. The results of Tr:c
shqrt run. dynamic analysis and the evidence e;
co-integration mean that there are both short run %
Iong run relationships between the macroeconoar!nn‘
vanables'and the index. In terms of Efficient Mark:;
Hypothesis (E.M'H), the study establishes that the Ghana
stock market ls.lnformation ally inefficient particularly with
respect to inflation, treasury bill rate and world gold pric
Kuwornu and Owusu-Nantwi (2011) examineg tﬁ.
relationship between macroeconomic variables and st E
market returps in Ghana using monthly d:tc
!Vlacroeconomlc variables used were consumer oo
index (as a proxy for inflation), crude oil price exchg: ”
rate and 91-.day Treasury bill rate (as a proxy'for inter ge;
rate). Full information maximum likelihcod estimat:':sn
procedure was used in establishing the relationshi
between macroeconomic variables and stock markpt
.returns'. The_ empirical findings reveal that consumer r'c:
index (inflation rate) had a positive significant effect \‘I)VI'Ill
e'xci?ange .rate and Treasury bill rate had ne’ t'|e
significant influence onstock market returns Ogr’latlr\:e
qthe_r hand, crude oil prices do not appear to i'lave v
s:g;;ﬁcant( ;;f'le;; on stock returns. a
ita investigates i
determinants of stock magrket prio::t:se in m:r%ri%?: OTJC;r'nIC
VECM econome}ric methodology revealed that Némib;ng
stoplf ma['ket prices are chiefly determined by econon?' o
activity, interest rates, inflation, money supply a 13
exchange rates. An increase in economic activity a¥1d tg
rnoney su'ppI.y increases stock market prices wh‘le
|nn_:reases in inflation and interest rates decreas:e stolci
rices. '['he rgsu!ts suggest that equities are not a hed
against inflation in Namibia, and contractionary mon tge
poéicy gen(e;gg); ;:1epresses stock prices. il
ama argues that ex inflati i
negati\{ely cqrfelated with anticipateger(;t:ldacg:/filta tlownh' Iﬁ
in turn is positively related to returns on the stockyr’narklgt
Therefore, s{tock market returns should be negativel'
correlated with expected inflation, which is often proxi 3:'
by tlje shprt-term interest rate. Kaul (1990) stud?ed {ﬁ
relatlonshlp.between expected inflation and the stocz
arket, which, according to the proxy hypothesis of
Fama (1981) should be negatively related since expected
.nf:?‘?:m Jz.cﬂqge:nvely correlated with anticipated real
:& .c |l ¥n arkle ! in turn is positively related to returns on the
Spyrou (2001) also studied the i i
inflation and stock returns but for th;efr::z?;i':\lg et::eot:veen
of Greece. Consistent with Kaul (1990) results S orm f
(2001) found that inflation and stock rettjrnspya(::
neggt|vely related, but only up to 1995 after which the
relationship became insignificant. Kyereboah-Coleman
and Agyire-Tettey (2008) used cointegration and the error
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how macroeconomic

tion model techniques to show
f stock markets by

ors affect the performance O
the Ghana Stock Exchange as a case study. The
s of the study reveal that lending rates from
it money banks have an adverse effect on stock
t performance and particularly serve as major
nce to business growth in Ghana. Again, while
n rate is found to have a negative effect on stpck
t performance, the results indicate that it takes time
5 to take effect due to the presence of a lag period;
‘at investor's benefit from exchange-r ate losses as

It of domestic currency depreciation. _
W et al. (1993) using monthly data for the period
to 1989 found no relationship for monthly excess
returns and real exchangeé rate returns. Whe_n
ing the exercise, however, with longer than SiX
s horizons they found @ positive relationship

3n a strong dollar and stock returns:
g
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fal, also MM has been applied aII".aadyd'ffusion- ype marke!
88 When the drift/appreciation rate | 3t ; hidd finite-state
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Empirical models

Macroeconomic variables and stock market development

For the purpose of this empirical study, the unit of analysis is the 41
emerging economies stock market. Here, we will draw upon theory
and existing empirical work as a motivation to select a number of
macroeconomic variables that we might expect to be strongly
related to the real stock price. The real stock price depends upon
the expected stream of dividend payments and the market discount
rate. Hence, any macroeconomic variable that may be thought to
influence expected future dividends and/or the discount rate could
have a strong influence on aggregate stock prices. The
macro-economic variables selected as explained under theoretical
model of this article are; money supply (MS), consumer price index
(Cl) and foreign exchange rate in US dollars (EXCH). The objective
here is to test the effect of economic growth measured by GDP, and
macroeconomic variables (MS, CPI, and EXCH) on stock market
capitalization of emerging economies. In this paper, we will draw
upon theory and existing empirical work as a motivation to select a
number of macroeconomic variables that we might expect to be
strongly related to the real stock price.

In this study, the model used by Sangmi and Mubasher (2013)
was adopted and madified. In this empirical chapter least squares
regression is again considered due fo the numerous advantages
that it has over other estimation techniques. The analytical model
for the macroeconomic determinants of stock market performance
is depicted by the modified model of Sangmi and Mubasher (2013).

Where SMC;; is the stock market capitalization relative to GDF;;.

SMCie = —-——‘éﬁ—ix 100, where SMC;_, is the yearly

market capitalization relative to GDF,, at the

growth rate of stock
present year (t). GDP:, is Gross Domestic Product. It is a proxy for
GOV p=GUF; ey

economic development. GDPB .= ( i ) %X 100 is the

yearly growth rate of GDP relative to GDF ¢, at the current year (t).
MS;; is the money supply relative to GDF;; . It is a proxy for
BIS; g~ MYj ey
banking sector development. MS; .= (——P—-") x 100 is
it
the yearly growth rate of money supply relative to GDE¢, at the
current year (t). CPI; is a proxy for macroeconomic stability.

CPije—CPlig—1
CPl= (-——-‘G—I;p-l_f—-)xlﬂﬂ, where CPl;, is the yearly growth rate
of CPI; atcurrent tirg)?cg)i;_EE)ﬁ Er Ii it is a proxy for macroeconomic
Stablmy EXCH&-"—' ( GDPy; ) x1 000/0, where EXCHK is

the yearly growth rate of EXCH;, at current time (t).

GDP was interacted with all the other macroeconomic variables one
at time to determine the actual effect of these variables on stock
market performance. The following models were run and the
significance levels were tested at a=0.05 using different Robust

oLS and FGLS, respectively.

GMC;, = Bo + B1GDPe + B2MSy: + B3CPl + B4EXCH, + & (2)
Bo BBz > L B3, Bs <1

SMC, = Bo + BiGDP + B2MSy, + Bs(GDP X MS)y +e (3)

Bo, 611 BZJ BS > 1
SMCi = Bo + B,GDF; + B3CPI; + Bs(GDP X CPIy) +&: (4)



] BS > 1; B3,< 1
=By + B, GDP, + B4EXCH;, + Bs(GDP X EXCHy) + &

B4' BS <1
:HGMS is the interaction of GDP and MS, GCPI is the
;lﬂn of GDP and CPI, GEXCH is the interaction and EXCH.
'asl'al‘neters were estimated using OLS technique. The least
-1 method produces the best straight line. However, there
) fact be no relationship or perhaps a noniinear relationship
N GDP, CPI, MS, EXCH and stock market capitalization
astraight line is likely to be impractical. We 8ssess how well
f’al' model fits the data. A model results in predicted values
0 the observed data values. The fit of @ proposed regression
should therefore be better than the fit of the mean model. Itis

led that the errors or disturbances have the same yariance
t the case, the errors

:i ;II observation points. When this is no :
/ld to be heteroskedastic and the model is corrected by using
© standard error to determine the significance of the
'is:;aSt of significance (a=0.05) for t »
| the determinants of stock market performance
ing economies. The inferential statistics such as the Pearson
Ct Moment correlation coefficient 2 and the coefficient of
Nination R of the data set, as well a5 p-value and F-test
Ics were used. The general use of differencing has_been
“’S;egpce the possibility of spurious regression éeatz’lés; k()':i;g?r;
- wu an

oo st s stationarity of

©)

1> 1;

his model sought to

conclude that first-differencing achieves
_,les and thus reduces the possibility of spurious results. Basrt]ald
’ SUggestions of the aforementioned studies, and to rﬁ:gth;
'l. Ne robustness and consistency of our estxmatyon resu clnrm
:SIOH Equation 1 is also estimated in ﬁrSl' dlﬁere’»?‘?; gives
*noing Equation 1 yields the followi"g equations, YT 2
S210 5. The stationarity of the variables re teste ol
wénce lovel with the following empirical model: W51l
"9 techniques; Dynamic OLS and Newey-West, resP
= . a2
t= By + B,AGDP, + B,AMS; + BsACPl B, AEXCH + it )
l!B2JBS>1; B3,B4<1 ’
1L ) L (3)
= By + B,AGDR, + BoAMSi + +Bs (A" TEREE I
sz Py Bs <1
J
= o)t Ei (4)
it BD + B1AGDPI-£ § BsACPJEr & BS(AGDP X CPI:L‘) it
> 1.
! 1' BS: BS < 1 ,
e=p ppxpxc) e O
o + B,AGDP, + B,AEXCH; T Bs(AG
e 1.
' 1' B‘i—:BS <1
ossion mode! by the

8 .
> Mate the parameters of the Ilnea!'n:jege;dogeneify problems

) Since | :
'uaf;’f:e it correct serial correlation @ mance Y
p :
‘!depe”dent variable is the stock markét pgwﬁﬂed py GDP-
.lsfe equals the stock market capitahzatlonran rket sizé 'S
",s“mption behind this measuré i VF; ital and divers
*8lY correlated with the ability t© mobiliz® Ct Evith Kemboi et al
) &N economy-wide basis. THis 18 co 5'52(1339 ) e
Sé al'tey (2008) and Le\fine an elr\c'OS d i ||tera'(U|'
v 4 on’ theory underpinning® isCUSSET exchang®
sitive refation Naka (1995) @"

» We hypothesize @ POS"™
stock prices. Mukhere®
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Wongbangpo and Sharma (2002) among others, indicate that both
exchange rate levels and changes affect the performance of a stock
market. That'ls currency depreciation will have a favorable im oct
ona dgmeshc stock market. The opposite should hold whtanptahc
currencies of the country appreciates against foreign currencies °
Thg effeqt of money supply on stock prices can be positiv.
negative. Since the rate of inflation is positively related to m iy
growth rate.(Fama, 1981), an increase in the money suppl ey
lead to an increase in the discount rate and lower Stmkpy.may
ngever, th!g negative effect may be countered by the eccﬁ:f e
stimulus provided by money growth, which would likely ]ncremIc
cash flows and stock prices (Mukherjee and Naka, 1995) Follcn,\?'Se
Geske and Roll (1983), Chen et al. (1986), Wongbéngpo a]rqg
Sharma (2002), we hypothesize a negative relation between stock
prices and consumer price index (CPI). The levels of real economi
_actwtty (proxied by CPI) will likely influence stock prices through '10
!mpact on corporate profitability in the same direction: an im:rg -
in real economic activity (fall in the consumer price; index) ooy
increase e_xpected future cash and hence, raise stock prices r‘r':ll::?y
the oppos:te effect would be valid in a recession. Ccmsume’rW &
index is used as a proxy for inflation rate. It is chosen because glf-l ‘c;e
broad base measure to calculate average change in prices of oozis
and services during a specific period. Inflation is ultir?nat |S
translated into nominal interest rate and an increase in no e
interest rate increases discount rate which results in reduct'mmafI
present value of cash flows. An increase in inflation is ex |ton %
negatively affect the equity prices. pected to
Consumer price index is used to m i
stability. Macroeconomic stability may be ariia ?;t;fnaﬁf fc;g&iofnortwc
development of the stock market. It is expected that the hi h;:r he
macroeconomic stability the more incentive firms and iﬁv rtt -
have to participate in the stock market. The stock mar:sto!'s
countries with stable macroeconomic environment is expected ? bln
more developed. Consistent with previous studies inflation Ohae
pbeen used as a measure of macroeconomic stability. Althou rf
there is no agreement on the relationship between macrbecono :
stability and stock market development, it is argued that hi ?]’uc
levels of macroeconomic stability encourage investors to particig ?r
in the stock market largely because the investment environmeﬁ? ”
predictable. Furthermore, macroeconomic stability influence ﬂrrr:S
rofitability, and so the prices of securities in the stock market e
likely to increase. Investors whose investments are experiencin [:
capital gain are more likely to channel their savings to the stcg) k
market by increasing their investments, and so this will enha o
stock market development. This variable is proxied with cansu or
price index. The selection of these variables was based uponTl?r
present value model (PVM) theory and literature discussed Thiz
study investigates thg effect of macroeconomic variables on-stock
marl1<et performance in emerging economies for the period 1996 to
2011.
The technique u§ed to estimate the coefficients of the linea
model is the least squares method. Although th !
ordinary least squares (OLS) estimator is consistent in the presence
of a serial correlation in the error term and it is well known that the
OLS estimator contains the so-called second-order bias. Focus o
on the dynamic ordinary least squares (DOLS) estimator -instead :::s;
fully modified OLS estimators (FMOLS). The Newey-West
estimates aré also used to correct for the heteroskedastici!;y ai?j

serial correlation in the results.

regression

RESULTS AND DISCUSSION
pescriptive analysis of the variables

mmarizes the basic statistical features of the

Table 1 su
the mean, the

data under consideration including
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1 Descriptive analysis of the variables.
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’ i!f?!es":el\ﬂlness, and the Jarque-
" .‘(biﬁ's. The study revealed that gross domestic
ner lons of dollars) varied mostly followed by
: ‘f’7§n§"°e index, money supply (millions of dollars).
, “B quasi money comprise the sum of currency
e :nks, demand deposits other than those of the
cyl vernment, and the time, savings,
[ty! deposits of resident sectors other than the

‘ Il-i-g°"emment. The mean value of Ms for the
this article is 1.41E+08

| i’ngbﬁ"afket.s sampled for
of :rs with a standard deviation of
ing ollars. This implies the changes N
\"g markets are very volatile with a minimum
’O%f 2761.33 to a maximum O 1.0
| 9ver the period under investigation-
asing power parity (PPP) is 3 197 which states
Xchange rates between ieg are in
’ l:l'nn when their purchasing POWe e
[, e two countries. This means that the exchange
een the two countries should equa
countries' price level of @ f d basket of goods

\ irr\:lCes, When a coun

sg (that is, a country expenc "~
o lfxchange rate must depreciate
o PP. In this article we ProXy =~ vith 7 s
srage EXCH for the period under mvestng:él:r; i

Pper US d difference ;
oltar. The hugeExcH explains the high

M EXCH and maximum

d deviati

=€ ion of 1349.48.

inexra,', the precise evaluation of the r;orer‘rrl‘al

Uon is given by the values o fﬁrection

. The Skewness show e amount a9 “L e

' (departure from horizontal symmetry)’l eak is

‘tos hows how tall and sharp the centrd P ‘

™ a standard bell curve- .

Ible also shows that most of 2 vanal;lz?,;'::gf;

Y, which means that there i & o =y of the
ositive

IW¢'dS. there is a deviation ro o
lﬂn of data set. That is © say the 'aegchange -
;I,mme common than Jarge negatlV
es
ding cess
rding peakness, the table shows that the ex
a 1

stock ™ distributlon

.ggt:arger than 3 for S8 U
se :
ge rate hence the orm | gistribution"

eak compared to the no

suggest that the distributi ;
leptokurtic, that is non—norlr(r)lgi -‘r),f,eﬂ:jeataVal’lables are
?nxa:tly normally distributed since their 'esrzescfatv are not
ode and median are not exactly the same, but ?hmean.
¥:s sufficiently appropriate for the purpos o of th e data
e mode values were not shown in the tabl e study.
space. TO confirm the accuracy of the e due to
assumption, the JB statistics and the equiVa|ent"°m1a||ty
were employed. The findings indicated that p-values
are rejected at 1%. all variables
The table revealed that al i
sta_te of normal distribution,I ;?(ie;?nag:é poss: ss the
which are moderately skewed to the rightm :QC GDE;
EXCH; ; have kurtosis values of more than thre Lo e
series are called leptokurtic. As for the e, and the
variables, the values of kurtosis are less than femaining
the series are called platykurtic (Bulmer, 1965 ree, and
The study results revealed that the VOIa)tiIit
variables measured by the standard deviation isy|-.°0 f the
GDP and consumer price index. To confirm the igh for
of _thg normality assumption, we employed att:l;:uracy
statistics and the equivalent p-values 'IYhe i e JB
indicated that all variables are rejected at 1% indings
consumer price index and policy rate at 1% o, except for

Correlation analysis

s not possible to comment
i on causati
rted in Table 2 revealed infonnatior:":)?\' :Re
strength of the relationships connecting th e
macroeconomic variables. It shows strgn e nine
relationship between stock market Capitalifaﬁg:s't"’e
money supply and a negative corelation bema"d
con_surper_ price index, exchange rate and een
capitalization on the other hand. market
These results support the i :
macrqeconomic variables in our ana:;:il:sw" of these
Levine and Zervos (1998) established that measur
stock market development are positively correlat des'Of
measyres_of financial intermediary develo mae with
examine if this f:omplementary felationshf ent. We
emerging economies. Data permitting, we age exist in
data over 1o 1996 to 2011 period so ‘that eacr:agoeu t? y
has one observation per variable. We compute ';hry
correlation between stock market development (measure:

Although it i
results repo
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acreeconomic variables and SMC (levels).

!
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|
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' orrelation is significant at 1,

B 'Eirket capitalization) and all the other explanatory
own in Table 2.

: 2;';0" this empirical chapter as sh

I elation analysis reveals that the data sets are
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LEXCH;, @s
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S W!th the rest of the variables. Also notable 1S
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o del tests the null hyPot esis of the Pl "et al.
)OS against alternafive f stationar%’rlg more
cture. The
i

)Ie
lges 1 computationally simplé

t made the estimation for

3
broadened the LLC €3 " structure:
tes’ he sections

5 and 10% levels, respectively (

Parameter SM

SMC 1‘05’ MS i EXCH___GDP__MSxGDP__CPIxGDP__EXCHxGDP

gsl 0.647* 1.00

. 0454 0657 100

on 0.642* 0538 0655

| MexGD .0581*  -0.546" -0.683" .0.624*  1.00

CPIxGDP 0.507* 0463 0647t 0389 0611 1.00

EXC P -0.423 0558+ -0.523* 0614 -0.547  0.641 1.00

HxGDP  -0.619* __ 0.5517 0450 0597* 0691 0683 0573 1

2-tailed). 20

possible. IPS tests the null h ; .
heterogeneous alternative h))l’ggttt?:ss:s%:l:ligg rs°ot against
some series in .the panel are non-stationary. H:: cify that
test is distinctive from other two tests menti ri (2000)
testing the absence of unit roots, that is, varia loned, for
random  walk equals to zero. o nce of the
parameterization ~ which _ provides aonOposes a
repfesentatlon of .both stationary and non_satde.quate
variables and permits an easy formulation for a ationary
pgsed Lagrange-Multiplier (LM) test of stationari residual
it is a_ssumc_ad that the time series for each cross ity. Here.
unit is stationary around a deterministic lev I-sect.o,,al
against the alternative hypothesis of a unit rm,(te or trend,
Table 3 shows the results of panel unit root test
each variable in the panel at level and at first diffi o o
The results show that all the panels contain unit e of
level. However, ata differenced level, the panels roots at
to be s.tatlonary..though there may be POss'gl'F said
non-stationary series in a stationary panel as t|: el ity of
oot tesrtyw'llllh?so't |de|?tify the particular series trl::tn gsl
. is only ad
root test, npveﬂrleless s{rong:wabna: kh?;,fgre gane| unit
ower is gained in panel setting than in the us e?fe_e of
cross-seqtlonal setting. This is as a res lltla single
combination of information from time s: of the
cross-sectional data which leads to imprw;'es and
power of test (Im etal, 2003). The tests are conc;ne{'t of
two folds. First, is carried out with the inc1u”? edin
individual effects followed by the inclusion of ing!c'n o
effect plus deterministic time. The results show th t""dUal
of the panels contain unit root only at the inC|USi0na :Qme
trend while others confirm the presence of unit of time
poth levels of testing. All the variables are test; d' oot at
evel of significance and the p-values displayed w_t:t 5%
corresponding t- statistic in parenthesis. The resu:t o
these three tests provide support for treatin o
individual series as non-stationary in their Ig all the
stationary in their first differences. evels but
In order to establish whether there exi .
petween stock markets perfoﬂna?w)gzts ;’e':rt‘:%r:sit:p
and macroeconomic variables, a regresgiog

economies
analysis Was conducted where the stock market

unit r
not stationa
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Zﬂl& 3. Results of the panel unit root test (C)-
= PS Test Hadri Test
\ijlriable LLC Test !
= NT T NT 1 o v
5!}40 0.031(4.53) 0.178(6.51) 0.328(0.426)  0.327(0.457) 0.000(12.177)  0.0304(1.584)
ASMC 0 6000( 4.866) 0.0115(2.431) 0.0000(5.481)  0.0000(4.047) 0.276(0.577)  0.1754(0.781)
@bp ' 0.047(1.571) 0.048(1.141) 0.341(0.754)  0.304(0.755) 0.000(14.52)  0.000(7.915)
iop . 0. (. 1 0.000(3.552) 0.000(5.829)  0.000(5.534) 0.235(0.677)  0.584(0.597)
i M's | 0.0114(2.141) . 9666) 0.32(0.42) 0.32(0.42) 0.000(13.16) 0.03(1.59)
?Aﬁn | 0.022(4.33) 0.179(0. 0.000(6.58) 0.000(4.33) 0.28(4.33) 0.19(4.33)
”él'as - 0.000(5.67) 0.02(2.11) 0.212(081) 0210081 0.000(-15.34)  0.000(-9.06)
. éL ' 0.001(4.87) °-°°1(j';g; 12659 02100528 | 0237(072)  070C052)
rti(cl . 0.079(-1.42) 0.001(-4.63) 0.234(0.34) 0.289(0.283) 0.000(7.91) 0.004(2.28)
fA“lExH © 0.175(-2.52) 0.161( 75 0.000(858)  0.000(6.86) | 0469(051) 0.213(2.05)
(ﬁSxCH 0.000(-6.68) o.oot;(-f-2 3)) 0.124(0.34)  0:309(0:231) 0.000(7.91) 0.014(3.98)
N SGDP . 0.065(2.12) 0.05 (5-23) 0.000(3.34)  0.000(4.347) 0.108(1.83) 0.014(2.22)
. xGDP | 0.000(7.42) 0.000(5- 0.077(-2.34) 0.104(-1.166) | 0.000(9.37) 0.004(6.93)
;.fleDp " 0.011(-2.03) 0.108(-2.17) 0.000(3.764) 0.000(3.443) 0.155(1.91) 0.012(1.27)
ACPGDP 0.001(4.24) 0.000(-3.12) 0.424(1.34) 0.309(0.233) | 0.000(7.92) 0.014(3.98)
EXCHxgpp | g 0.057(-2:28) . 0.003(4.64) 0.311(0.371) 0.277(1.98)
& P | 0.065(-2.12) 3,08 _o/.oggﬁl)__’—
SEXCHxGDP | 0.000(-3.62 0.000(:3.08)——-
Na!ues and brackets is the t-values, the significance level Is @ =2

rformance.

en macroecornomlc

variables and Stock Market Pe

[95% Conf. Interval]

t >
td. EIT- -0.171 0.915
AL Coet. so o6 197 0.029 -0.057 0.194
GDP 0.090 0025 138 0.034 .1.225 0.023
MS 0.034 o046 211 0'012 -1.088 0.178
c I -0-333 o050 123 g-g(‘) ; 0.898 2.984
Exc "? .1 51 0.436 2.64F 000 0 R-squared = 0.217. Adj R-Square = 0.216. Root
cons . 9 57 P Ee:]asliciﬁ.f (leve|s)

Number of obs = :
MSE = 0.228.0LS result ©

‘ redictor _ According to A
gzgnance is regressed against the ct;%usrurs r price q?,:‘:gt)atiVe research, one
o (o Jr0ss domestic product (Szngxchange rate e objectively I
{lagrs (EI))(’Cn:.(;ney-supF:gbﬁst standard e"?srf.e bes in f-ggmg:l%eories
@b using roducé testi .
algl}i‘?h?d that least squares met:_' d pbe n f °tn tﬂ: pias, controlling for subs
gsionshilgedr pl:o'\;v eve:",o .}.:'z:r relationship,gglt‘eﬂ > this toFg:,-n e';'aable 4, the relati
oerhaps riable- BY | oo
Hhajgry", Variables and the £ e mpractical 22 Thear VAo, EXCH) we
this it is ne model is likely assess howW eI:’ or O Ptsi < icant at al
Mg) r,> mPOrtant that we @S5%>% " ndar s of MO g Significant |
i S th mploying analys F test was g
“ig‘ates Cogfﬁgiaet:t g¥ diterminatio and data set. The relat
‘8neg, ' Iy, H each at
ur eiJred' ed (GPP mone)\luhzep‘:he d alscc;h the
Mlmey o ClOrS Were USe xchange rate). it was relationship
ten n Price index and © apitahzat‘ové :ables arket performance Wa
Sy Variable was stock MM 2 ogonom® o ance: if mar e 5. The intercept IS
i ed that ted M cro erforma . Table 9 f
-{ethe be the sele? °d ook mark P rner testS ' performanc when a
4 th predictors 10 d oL

on ke the

loy 0" there was need t0
eliminate any potentid

= 49.97. 4
615. F(4. ,.?ggtld for heteros

regression e

e relationship amon
by having assumpt

between money supp
was tested with model 3 as shown in
3.915 which is the stock market
the independent variables are zero

stimated best linear unbiased estimators
ddelbaki (2013), in conducting a
of the means of testing
g variables is to engage
ions clearly stated and
deductively while guarding against
titute clarifications, and be skillful
lize and replicate findings.
jonship between dependent

(SMC) and independent variables (GDP, MS,
re determined. All the variables were

| three traditional significant levels. The
ndicating that the model fits the
ionship was then viewed with MS, CPI
time using models 3. In each of this
interaction effect was also determined.
ly and stock
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tween Stock Market Performance and Money Supply.

b

Number of obs = 615. F
MSE = 0.183. OLS result corrected for heterc

Table 6. Relationship betwe

en Stock Market Performan

Table 5. Relationship be
ZMc Coef. _ Std.Er. t P>Jt] " [95% Conf. Interval]
DP 7.230 3544 204 0022 6.471 7.945
MS 0.076 0046 166 0034 -0.057 0.194
MSxGDP  0.047 005 0944 0021 -0.044 0.084
cons 3.915 1201 326 0001 2.898 4.984
s F = 0,000, R-squared = 0.273. Adj R-Square = 0.246. Root

(3,611 = 57.96. Prob > F
skedasticity (tevels).

ce and Consumer Price Index.

|
S P
‘ SMC Coef. std. Err. t P>it| [95% Cont. Interval]
‘ GDP 7.54 2.161 349 0001 5.134 8.054
CPI 0.008 0.005 4.67 0028 -0.013 0.164
CPIxGDP  -0.003 001 375 0.001 -0.074 0.009
cons 2.931 1.018 2.88 0.001 1,713 3.188
= 0.001. R-squared = 0.233. Adj R-Square = 0.231. Root

0

Number of obs =

MSE = 0.158. OLS resuit corrected for he

4) = §5.82. Prob > F
615. F(3. 611) oroskedastilty (ievels)

rformance and Exchange Rate.

M [95% Conf. Interval]
GDP 6.72 3.692 782 0032 5.924 7.322
EXCH .0.053 0.019 .2.84 0.004 -g-?lgg 0.277
EXCHxGDP  -0.048 0.014 343 000 -1 o 0.018
3.967 1.562 954 0.001 : 4127

00. R-squared = 0.308. Adj R-Square = 0.254. Root

cons

Number of obs = 61

5. F(3,611) = %%
MSE = 0.113. OLS res cted for

ult corré i

b it ;
taig 'S misleading to interpret particularly if
the inde_pende

th

g, e range of the values =

o able ©

Seg, . The relationship petween thpee vari ke
money

Sleg

8Crip Money sypply and sto¢ m

g)bly e(gﬂgy 0.076? I¥or every 100% i"cre?serg;ses by
% ), stock market pe,—form: n::lule of the test

b,
:?!Stic t? sign is as expecteC: Th ough
ﬁf"Ce ts 1.66 which implies that t ationshiP
Ween) tt? infer the existence of al nce- The
e MS and stock market P2 "o also not
and idence 10

Sact
§ﬂstic':|:‘ effect of the v
:fr |ineg|- significant but theré is eno%ghstgck market
!ﬁé,;mancce,relation between pp an J on
:fk od:| 3, the effect of consume’ price indeX
jg'dere dfket performance © ;
g . °¢ (Table 6). This relationshiP ! which
standard error ©' - 48 tors aré zero-
ig of -1.67 assuming that all other fac Ot ere is N9
ﬂdenc: 'S not as expecteC: 'mplicatlon, opl is not
laly 0 canclude that the 55
ero (0). This may mean "

g st

= 3. Prob? g=00
o 1heteroskedastici’zy (Ieve!s).

relationship of there is linear relationship but beca
S u
the problem of multi-collinearity we fail to reject th: em?'fl

hypothesis.
The interaction effect of CPl and GDP on SMC i
signiﬁcant which implies that the coefficient of CPI wheIS
all other factors are zero is misleading since the effer?t
also influenced by GDP. To determine the
actual effect of C_PI on SMC, interesting values of GDP
must be plugged in to obtain the partial effect. The mean
value of GDP is .1 8.64, so at the mean GDP, the effect of
cPI on C is -0.048. The standard error of this
coefficient is 0.016 which yields a t-statistic of -2.99. With
DP to SMC, there is still enough evi'der.mce to
that there is a linear relation between them
ing the relationship in model 3. '
The relationship petween exchange rate (EX
ock market performance when all other fact(ors(:r-le) zf::rg
is signiﬁcant so is the interaction effect of EXCH and
p as shown in Table 7. This implies the coefficient of
.0.053 is not appropriate- The actual effect of EXCH at
the mean value of GDP is 0.842 with a standard error of
0.656. This implies there is not enough evidence to  infer
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Table 8. Correlation coefficient of m

acroeconomic variables and SMC (differences)

Correlation ASMC;, AMS;; ACPI;; AEXCH;, AGDP;,
| ASMC; . 1.00
AMS; 0.04** 1.00
‘ ACPI;, -0.09" 0.16"" 1.00
AEXCH;, -0.08** 0.14* 0.11* 1.00
AGDP;, 0.09** 0.09™ 0.09"* 0.14** 1.00
The dependent variable IS SMC; ** and * denote statistical significance at the 0.01°

|
linea .
I relationship between EXCH and SMC. The sigg
correlation an

S
Tos?()é%ect?q' We test for serial '
his asticity in the error term in each model using
s assumption is formally expressed as E (eg) =0
ected value of all

D o
iiiJ‘Wi;e# j, which means that the exP
e products of error terms is 2€ro- If indeed, the
ncgr;ns are uncorrelated, the positive products
e of Othose that are negative leaving 22 expecte
Wmateq If this assumption is violated, [though the
iction regression model can still be of some value for
., its usefulness is greatly comp mised. Th
unbiasé

at
!"atzfs regression parameters
tim of the corresponding trué

ated mod o a . n
ropriate
e:te: and the rggdellJ can ed for predlctmg
9‘[ 're°Wever' the standard errors ©f the €3 Im-atesto
EderestigrBSSion parameters are S'in-ﬁciila?ey
Blueg Mated which leads 'O erroneOUS|Y mla e
ngﬁcié Because testing hypotheses about the s?‘ge
%"alsnts and computing the correspondi g nfi etest
WSticg rely on the calculated t-values th ean
attheslettlm presence of correlated eror te"gﬁaﬂy.
ypes of inferences canno rf positive
lev

test of " n

orrar ot of 0.351 implies the presenc

isr:re,:aatm" in the error term at 5% sugmﬁc?‘l:jce.

“Rregtj error covariances are N z

%‘?el a:;atel the variance of the parame =% e nul

Pothegie 2SO can cause
S

§"Null Is when it s true. Breusch a

hyg o POthesis that the error V

Ui 1€ alternati

Plicat; ernative that the e .

ks Cative function of one oOf more variab es
eteroske

ok Juar
S 3,0 7.83 Indicatos that ke’
i e presence of heterosked_asticl Y aPS p oint

i CUse i
??"ate:e bias or inconsistency N+ the
é?fs ang The consequence © is is that i
‘lﬂ:b i t-statistics for the models aré inva e'expected
g TDin-Watson statistic is_far 0 crial cOe

ig of no serial cl

o
Al
]

lat

"

i u“

{gw |,d§" the null hypothes
J Qudgq elow the 5% lower limit 3" ally
e that the disturbances ser?
'H'Ona,y Es the problem,

S rog v first gifference of all 1 V2o e

8 Skedasticity has serious Conseqtqmator r
Imator, Although LS st

unbiased, the estimated SE is wron i
confidence intervals and hypothese% Zif:ui:ngifhf’
relied on. In addition, the OLS estimator is no lon ;
BLUE. Put moré simply, a test of homoscedasticityge;
error terms determines whether a regression mod |c-,
ability to predict a dependent variable is consiste v
across all values of that dependent variable gnt
heteroskedasticity, the null hypothesis of constant. er o
variance is rejected. Heteroskedasticity has seri o
consequences for the OLS estimator. Although the Ic(;tlg
estimator remains unbiased, the estimated SE is wro
Because of this, confidence intervals and hypothng.
tests cannot be relied on. In addition, the OLS esti ator
is no longer BLUE. imator
One possible way to address this problem is j
heteroskedasticity-robust standard eprrorl:ng):fsluaséég:msez
that errors are both independent and identicall
bust standard errors relax either or both o);

distributed; 0
those assumptions. Hence, when heteroskedasticity i
present, robust standard errors tend to be 'rtnyo'!:

trustWO\l'/lr":y-t . o
The est was performed in order to m

extent t0 which the repressors were rela\tegaf(tj rit:'ller
repressors and to find out how the relationship affected
the stability and variance of the regression estimates
variancé inflation factor of 4.54 shows that model have
relatively moderate multicollinearity problem. Severe
muuicollinearity is problematic because it can increase
the yariance of the regression coefficients, making them
unstable- )

The F-probabillty for the model provides statistical
evidence that the macroeconomic variables and their
interaction to GDP §imu|taneously and jointly affect SMC
But a firm conclusion cannot be drawn based on these;

the regression results displayed are
, non-stationary data series and could
spurious problem. The presence of serial
on in the eror terms invalidate the use of

d and adjusted R-squared.
variab!es under consideration are not
stationary: first differences of the variables are used
o confirm the rpsults using DOLS and Newey-West
estimation technique. It was also realized that that

n of first difference of the data series are not

shown in Table 8. This reduces the
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: Winful et al.
Tab i i
le 9. Relationship between Stock Market Performance and Macroeconomic Variabl
es.
SMC Coef
L std. Err. z P>|z]
o [95% Conf.
MSP 0.077 0.020 384 0000  -0.082 ; (:T;m“
us 0.076 0018 443 0000  -0.011 0'129
el 0042  0.016 257 0000  -0.508 0'042
H .0.056 0016 361 0000  -0.116 0.009
con ooy 1053 a4 0000 B2 3.056
41. Time periods = 15. Wald chi¥(5) = 865.88. Prob > chi® =

615. Number of groups =

d for heteroskedasticity and serial correlation (levels).

Number of obs =
0.0000. FGLS correcte

rket Performance and Money Supply-

T
able 10. Relationship between Stock Ma

— veen St —
e coet_SWEm L —— = 5
] _Err. % C

ﬁgp 0.084 0.009 9.45 0.000 -([).014 odt |l'lte|(')v:g4
0.234 0.084 2.78 0.001 0.895 0.825

0.002 6.50 0.000 -0.012 0.064

-3.36 0.000 -4.257 -2.950

MSxGDP 0.013
~ton -3.701 1.102
_ 41, Time periods = 15. Wald chi’(4) = 768.14. Prob > chi® = 0.001. FGLS conrected

Nu
forri?g: r of obs = 615. Number of grouP>
eroskedasticity and serial correlation (levels model 3).

Consumer Price Index.

ot Performance and

- Taby
 Table 14, Relationship between Stock Mark
~——— ;
std. Err- z P>Jz| [95% Conf. Interval]
0.000 -0.075 0.123

SMc
DAL
Coef.
' 53 i 0.051 0.007 7.32
| Cpl -0.105 0.029 -3.63 0.000 -0.527 0.025
P 0,005 0.001 355 0001 0,039 °
o0 044
6.41 0.000 -16.264 13293
974.15. Prob > chi* = 0.000. FGLS corrected fo
r

CO|
n -14.051
o = 41. Time periods

] Nump
‘*ero:;(cf obs = 615. Number of group
edasticity and serial orelation (ievels model 3)-

T
able 12, Relationship betwee" stock Market performan
std. EIT- [95% Conf. Interval]
GDp 0.009 : -0.080 0.109
.078 ‘ .
EXCH g 0.012 308 ggg; g 0.005
EXCH xGDP 0.008 0.002 ‘3'7 " -0.078 0.057
-0. 04 -5.09 0.000 -5.257 2250
(4) = 873.14. brob > chié = 0.000. FGLS corrected for

con

N
umber of obs = 615. NUMBE) of g
oskedasticity and serial <orrelation (1€
By dasticit
. il is the hetero_ske asticity ~across panels. Altho
I Y of muiticollinearity problem- In the anaall);%' the conditions have no effect on the OLS method ‘;%? setqﬁse
i d do affect the pr.Op.ertles of the OLS estimators' o
t statistics. Hypothesis testing based on ?ﬂg

..’ i I i'; i ‘)c
ndal'd

%’@res (Gli rejected. The metho n
e 8) is introduced 10 improve UP° scalar i i

e C8-Covari ' > technigu® ot Tables . e explanatory vari

al ance matrix. This rrelation WI;*:S significant in explaining variations in s|\r/|yc_ ariables were

AR(1) autoco=:
and cross-sectiond correlatlon

heyg

on
in the presence Of

119

orrelation an odels
the ™M resulting test stat
§ estimator of the variance covariance matrix

0 i
N of homoscedastiCItY rali
d of gene timation invali
ypon €8 | pecomes invalid.
s the following results as shown in
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Table 13. Relationship between stock market perfor

mance and macroeconomic variables.

Number of obs = 614. Number of groups =
R-squared = 0.270. DOLS Results (Difference model 3).

group mi
bles (Difference)-

Number of groups = 1. Obs per
Results on Macroeconomic varia

At is modelin stici ut g
Ptimode|s' thegvr;?::lg?esg ?:/jeare SItgyniﬂc nt in explainind
eOns in SMC. |s were
g, P-value of Wald test for all the models
“llcant at alf the traditional significant levels-

|
BUS ecy: :
iS estimation of a co-integrated relation
e first

iaito ionary, th
fact that the variables are non-statlo"aryke them

!I}enc

sloNce of the variables is tAKe 0

;ﬁ{o:ar-y' To accou?\: ﬁgr the problem of endogeneitg
aynal correlation, DOLS estimatOl”h's
Ny of DOLS estimation of mode ?°ft 'Zual
g e\fv::'g shown in Table 13 arl1d its resiau
ey chi-square of p-valu®
;%:'c:lt the data Zet. All the ex;?lanat&g ;/:ﬂa
Bag ent in explaining variations ! AS

Taple hected.

i a;: test the effect of l}MSe
SUp 2NCe. Thi . onship IS

§gg';"9 th«’:\tT hlAsGI:r)(leblaﬂ:rrl‘ds M o interaction
By 0 AMS are zero (0). From 08 relatio
Mg, SVidence to conclude 2 ea ly ( S
%t;diffn the first difference of MONeY supp
Sac Srence of stock market © lizats ch
Lﬁli()nlo'? effect is also significan i
P between ASM and
Ig " 4 3 zero (0) is not aPP>
@fﬂcieete""i"e the statisticd
Mot Of the partial effect ©
g}y onCe there was nee
Mgy © Interaction variable is "€P
Sy C product less the avere

i prct N N e new
'diyg y ipled by AMS. This gives tt)h the
he coefficient of partial effect):

41, obs per group min =

|
} SMC Coef. Std. Err. t P>]t] [95% Conf. Interval]
| AGDP 0.225 0.084 2.68 0.000 0.841 0.821
| AMS 0.131 0.038 342 0.001 0.014 0.918
i ACPI -0.385 0.137 -2.81 0.000 -0.754 0.014
3 AEXCH -0.225 0.084 -2.68 0.000 -0.518 0.016
614. Avg = 614, Max = 614. R-squared = 0.298. Adj

Table 14. Relationship between stock market performance and money Supply.
ASMC N P>lt] [95% Cont. Interval]
AGDP 0.644 0.241 2.67 0.003 0.174 1,524
0.042 0.013 3.18 0.001 -0.064 0.141
' 6.50 0.000 -0.019 0.064

AM
AMSx .001 0.0003 :
AGDP 0.0 n = 614. AvQ = 614. Max = 614. R-squared = 0.384. Adj R-squared = 0.263DOLS

effect at gross dome§tic product of 18.64, along with a
Running this new regression gives the

standard error. -
ctandard eror of G+ £,(18.64) = 0.063 as 0.0235,
which yields t = 2.66. Therefore at the average gross

domestic product, it is concluded that AMS has
statistically significance positive effect on stock market
pe,formance. An increase in money supply will increase
the liquidity in the economy resulting in an increase in the
urchasing power of the citizenry. This means that more
money will be available not just for consumption but also
for investment hence, an increase in stock market
_ Also people tend to demand more when
ave more money in their hands and thereby the
prices of shares may increase which leads to stock
market performances rising. These results support the
real activity theorists’ arggment that an increase in money
supply increases stock prices and vice versa.
is also enough evidence to infer a linear
between AGDP and stock market
erformance for all the three models. Most industries are
in nature, meaning that the firms in the
dustry do we!l as the economy does well and vice
versa. If AGDP is h:gh. the stogk prices generally tend to
be high as compgmes are doing l?etter than otherwise.
o. AGDP is an |mportaqt determinant of stock prices.
Th’e results aré in I!ne wrth. the findings of Levine and
Zervos (1998), Garcia and Liu (1999), Yartey (2008) and
Mishal (2011)- . . .
The relationship between consumer price index and
stock market performance is 5|gn|ﬁcan't and expressed by
~.081 when all other explanatory variables in the model
aré held constant. As shown in Table 15, model 3, the
iqn of the linear relationship is as expected. That is
100% increase in consumer price index decrease the
perfo rmance of stock market by 8.1%. There is also
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|
] . .
| Table 15. Relationship between stock market performance and consumer price index.
I ASMC Coef. Std.Err. P>[t| [95% Conf.Interval]
| AGDP 0.161 0.055 2.91 0.000 -0.022 0.746
i ACPI -0.081 0.029 -2.77 0.002 -0.235 0.088
| ACPIXAGDP -0.062 0.023 -2.64 0.000 -0.741 0.791
n = 614. Avg = 614, Max = 614. R-squared

er of groups

Number of obs = 614. Numb
3. DOLS resu

= 0.336. Adj R-squared = 0.32

n Stock Market Performance

= 1. Obs per group mi
Its on macroeconomi

¢ variables (Difference).

and Exchange Rate.

Table 16. Relationship betwee
-
ASMC __g_qe_f_____,éﬁﬂf———-——t P>jt] [95% Conf.Interval]
AGDP 0.743 0.283 2.63 0.000 0.277 1.014
.0.234 0.084 -2.78 0.000 -0.865 0.032
-2.81 0.000 -0.119 0.048

AEXCH
AEXCHx*AGDP 0.017 0.006
= 614. Avg = 614. Max = 614. R-squared = 0.294. Adj R-squared = 0.227.

s = 1. Obs per group min
i jables

Macroeconomic vari (Difference)

Number of grou
p
DOLS Results on

oh evidence to conclude that there is linear
ngl\;“p between the interaction 0! £~ | and éf'GaDri
e C. With the interaction eff significa
’nda?rgtua' effect of ACPI at med 0
Sfore error 0.0104 which elds at tes
Statis?t the average AGDP.
ot Derll::'a"y significance né
Prox ormance. The consumer
S Uny for inflation. In times of .
Ong Stable and rising- income is there |
Oreumptm" purposes. Savings and inves
etp be negatively affected hence.
: élrerfo"m"‘"‘ce of emerging economies:
Ist ignum(.':'nt that the stock market s€
' (‘I9ﬂatlon is based on
r eff30)' and is known aS
rSHect states that in the 1079 run,
ed interest rate shoul move ONe"
o ation. This implies that nigher I
Tet the nominal stock market return: 2
e Femains unchanged- Therefore: !
deTpe"sated. oot
en 3 EXCH of Table 16 t&s! thefest
rr?e of exchange rate (dollar) on Ir;
sﬁfket performance for emerging
'ohip is described bY 20,017 with &
N hen AGDP and the interaction %'
’ tare zero (0). The inverse relat n 'zt o linear
€ interaction effect issd significal>
an

i h
et \ . s
ory variables in mode! 1S lee;: flO" excha GDP 18

inflation,

Ship between AEXCH

e .

810 s not in the range 9 mean GO
Partal effgot of AEXCH & he M85 008 which
34 by -0.022 with 2 standard @™o~ averad®

tstatistic of -2.75. Therefore t

product, it is concluded that AEXCH has

gross domestic
ficance positive effect on stock market

statistically signi

performance.
There aré different theoretical approaches to

understanding the relationship between th
rate and stock prices. Among these approacﬁe: xft?ea Tﬂz
most prominent are the goods market ap;')roaches
introduced by Dombusch and Fischer (1980) and the
portfolio balance .approaches discussed by Frankel
(1983). The portfolio balance approach stresses the role
of capital account transactions on determining the
relationship petween the exchange rate and stock prices
This approaCh postulates a positive relationship between
stock prices and exchange rates, with stock prices bein
the root cause of the relationship. S
The results of the study support the hypothesis of a
negative relationship between exchange rate and stock
market capitalization of emerging economies and is
consistent with the findings of Soenen and Hennigar
“ g88), Ajayl and Mougoue (1996) who have reported a
significant, negative relationship between the exchange
rate and stock return. However, it contradicts the findings
of Maysami anq Koh (2000). They explained that a
stronger domestic currency lowers the cost of imported
inputs and allows local producers to be more competitive
inte nationally. YiP (1996) also explained that a strong
exchange rate limits imported inflation and hence is
erceived 88 favourable news for stock market
performance. n the other hand, some studies, such as
artov and Bodnar (1994) found no relationship between
stock prices and exchange rates.
The DW test of 0.92; 0.83; 0.74 and 0.94 shows that
erial correlation in the error term for

there iS evidence of s
Tables _.o . 21.. Breusch-Pagan test of
heteroskedastlcuy with chi-square of 36.06 means the
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Table 17
. Relationshi
p between stock mark
et performance andm
acroeconomic variable
S.

ASMC
AGDP Coef. std. Err.
, Err. t
A 0.177 P>Jt|
’ 3.14 -1.
-0.05 0.001 0.92
o ___aors
umber of Groups = 614. N — -2.68 0.000 P 10 0.034
. Number of grougg = 41, obs per group min = 614, avg = 614 018 0.269
n corrected for heteroskedasticity and serial correléti?tf )((di=ff36r1e4. R;-squared = 0.351. Adj
nce). - . lj

/| Resquared =
‘ red = 0.342. Newey-West estimatio

rmance and money supply.

Table 1 .
8. Relationship between stock market perfo
-AsMc -t
Coef. std. E
AGDP , Err. t P>|t|
AMS 0.644 0.241 2.67 0.003 1[9: % Conf. Interval]
_AMSXAGDP 0.042 0.013 3.18 0.001 _0'0;: 1.124
— 0.001 0,003 6.50 0.000 0,081 0121
0.354.N of groups = 41. obs per grouP min = 614 avg = 614. max = . 0.084
o A . . . : » 6 :
ewey-West estimation corrected for heteroskedasticity and serial correlation1ziiff§;§gg:;ed = 0.366. Adj R-squared =
rformance and consumer price index.

able 19, Relati
\.Relatm"ship between stock market P
Coef. std. ET- t P>[t|
959
0.055 2.01 0,000 0[0: 7/0 Conf. Interval]
’ 0.646

|
| ASM c
0.002
-0.
05 0.038

Tacn—
| acop
| acpy 0.161
ACPIxAGD -0.081 0.029 -2.77
P -0.009 0.003 -2.64 0.000 -0.341
= in =614 =614. = ; 0.199
41, obs pet 0 ml'r;l cg:relat;:)% (d?:f:mMng). 614. R-squared = 0.343. Adj R-squared = 0.337

Num

ber Of

Ne obs = 614, Number of grouPs o
heteroskedasticity and ser

Wey-W.
est estimation corrected for

rate.

nce and exchange

Ta
ble 20. Relationship petween stock market performa
ASMC
, [95% Conf
A . Interv
ASDP 0.743 .63 . 0.977 1 ::]
XCH 0117 0.042 -2.78 0.000 -0.815 0 4
AEXOH*AGDP 7 .2.81 0.000 0419 O-gfg
Number =41 = ~
of Obs = nin = 614 Nu of groups = - vg = 614. Max = 614. R-
R-squared = ogss.slltwgg.svs:srtgeﬁrgatk‘m corrected for heteroskedastlclty and serial correlation (diffzr::::)red = 0.369. Adj
L . The VIF test of 2.15; 1
ity IS rejected. Th 15; 1.94 and 1.77
y ors and Tablesh 17 tg 21, respectively impli efs°"ﬂ':;ct’dt?1ls 1104 of
enough Vi :n;edto conclude that mUIticou'ere is not
odels. Hence the model does'"n‘:?fg}/f ist
ec

Ypothesi
esis of homoscedastic
standard errors |
thesis of .
resent In
nd j
variance of the regression estimates. In

Uen
ce of this is that the yP
.1 The nU“ h
is rejected: il
stability 2
tionship between macroeconomic

f
or the models are va!c:
17 the rela
AMS, ACPI and AEXCH) and ASMC a
re

ticity at 59 . nificant 1€Y8 €
a?e with 3 ALL /Rﬂss'gn“ an cH for wthh Tabl
gy 2 Sggvgn in Tables 17102 ,respett;tiv:l iexsetloacl;ll v:ria?:’les (
st e and 29.4% of 1 variation® tablished b i
r... Perform . e ﬂmated estd ishe V'COITBCtIng for both het M
4 ance, regpectlvely. ;'sf:iem s of the serial correlation using Newey_we:tm?::gqstlcuty and
odels variables in the model are significant and the s']mue. The
e result confirms that there Igsnse?u:igz

SIOn

,!%Sp%dﬁ‘arameters remain unbiase® Cimat

Ga‘epriate ?otrue values, leavind e .Stm::se 4 the expected.

can b r establishing P° estimd The onclude that ms that |
e used for predic in values- e ationahip



ab ,
le 21, Unit root test of residuals DOLS.

LLC Test
NT T
0.0000(4.014) 0.0103(3.224)
0.0000(-3.705) 0.0000(-4.106)

N
Lsiduals

—
Hode| 1
Yode| 2
“Dde] 3
Hode] 4

- eieil SN

&sidyg
Is are tested at 5% level of significance and the p

8

ﬂ:iwterﬁg the selected macroeconomic variables and SMC
© Ore'a“"”ShipS are expressed by AGDP (0.177),

850Ciat 81), ACPI (0.058) and AEXCH (0.075) with
ated Newey-West standard errors of 0.062; 0.006;

Aigh) and 0.028, respectively assuming all other

€5 in the model are constant in the case of each.

Bre i
3”3?)1 'S also enough evidence to conclude that thesoe
es are significant with the right signs at 5%

lies that we fail

ani
) r;(;i’t“ level. The DW test of 1.97 IMP B
ITe|at the null hypothesis that errors are serlt 5;
ool at 5% significance \ovel. Breusch-Pagan e
"Square of 0438 fail to rejec the null hypothes™
Dncluguns from the unit root tests O , IPS and 112 re|
L ® that residuals from Newey-West regressw? ?he
ary as shown in the table. TS implies tha
rious regress’.

By-
Ti‘é’v’est regression is not a sPY :
e effec{e 18, the AGDP, AMS and thelr s
e ASMC in emerging markets are exa -
Erze:srs lationship betweg:’l ?he variable of interest M2
Ot o0 by 0.042 with Newey:
Y SFljmlng that AGDP and
ihin 45 are constant. Sin¢
I8 it range of values for &
'terpreter?cﬁon effect is
Bter inatlon of AMS tricky. T
nd ie the partial effect of AM-
EWQV-VE coefficient is by
est standard erro

Matigy
ti
Vera © Of 3,47, That is 1

r of U .
% increase€ in

sfabﬁ:hAGDF’ yields of 0.061% increase 0
g, o0 that AGDP complement n
o 2N IN ASMC. The R-5quared & ygiation
TSugep, el explains 36.6% of the variall
stragan test of a 2 hall chi-saua™® "5 jom or 2t
gt g oOSkedasticity is probably 1ot 2
f the atifitis a problem it is "9 Lt
01 alpfedicted values. D st sere is O
Urgpai 0 failed to reject the null hypotheSf!rm
1%?F' f:tzn{hwald chi-square © 2,3 oo™

; € data

,"".hii“e"t of AGPI on ASMC 1S ‘?"pressed‘
;'dennésta“snc of 2.91. This |
,ation to conclude that there 1° assy

thE'rvs-'p between ACP! and v is 85 ACP!
rables jn the model are constant:
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NT
0.0000(4. 654)
0.0000(-4.322)

| 0.0000(3.722)

0.0000(4.315) 0.0005{2.971)
0.0000(-3.903 0.0000 -4,044) | 0.0000(-4.153 0.0000(-3.472)
_values displayed with their corresponding t- statistic in parenthesis.

: Hadri Test
T NT T
0.0000(3.472) 0.3371(0.609)  0.2551(0.714)
0.0000(~4.428) | 0.2441(0.354) 0.2374(0:?35)
0.0001(4.907) 1 0.2417(0.315)  0.2064(0.452)
| 0.1092(1.421)  0.1333(0.941)

IPS Test

increases by 1% ASMC reduces by 0.081. It is also
established that interaction effect has negative effect on
ASMC. The partial effect of ACPI given average AGDP is
expressed by -0.249 with Newey-West standard error of
0.080 which yields a t-statistic of 3.11. Breusch-Pagan
test the null hypothesis that the error variances are all
equal versus the alternative that the error variances are a
multiplicative function of one or more variables. A small
chi-square 0.297 implies that heteroskedasticity is
probably not a problem or at least that if it is a problem it
is not a multiplicative function of the predicted values
pwW of 1.92 also implies the errors are not seriall.
correlated. Wwald chi-square of 77.9 supports that thz
model fit the data and that the model is able to explain
34.3% of the variations in ASMC.

Table 20 examines AGDP, AEXCH and their interaction
on the effect of ASMC. The linear relationship between
the variable of interest AEXCH is expressed by -0.117
with Newey-West standard error of 0.042 assuming that
GDP and the interaction of AEXCH and AGDP are
constant. since the value does not fall within the range of

DP and also the fact that the interaction

values for ©!
effect is significant makes the interpretation of AEXCH
To resolve this problem, the partial effect of

tricky-
AEXCH s determined given average GDP and this
coefficient is described by -0.51 with Newey-West
standard error of 0.170 which yields t-statistic of 2.99
That is 1% increase in AEXCH given average GDP yieldé
0.51% decrease in ASMC. The negative coefficient of the
interaction variable implies that AGDP does not
complement the AEXCH of the effect on ASMC. The
R-squared of 0.36_9 implies that the model explains
36.9% of the variations ASMC. Wald chi-square of 69.5
confirms that the model fit the data set. Breusch-Pagan
a chi-square of 0.138 implies that

test sm_all .

heteroskedasticﬁy is probably not a problem. DW test of
serial_corelation & 214 also fail to reject the null
hypothesis of no serial porrelatlon, making the regression
result efficient and consistent.

COncIusion

Using @ sample of 41 emerging stock economies over a
periOd to 2011, it was discovered that gross
domestic product, money supply, exchange rate i dollars
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dcons ing i
i%k r':‘f:ri;fgce index are the important determinants
be drawn fevelopment. Several policy implications
Muiating mon rom this study. The government, in
{ the stook etary policy, must be aware of the fact
base in themarket responds more favorably to an
Homies must Toney suppl.y. Leaders in emerging
S tend to | also be conscious of the fact that stock
o increase when the leaders implements

ansionary policy to i

to incr i
b ange rates. y ease GDP and also depreciate
that there exists 2

0
) iﬁTag:e; ?“{dy, it can be observed

the stoz,f tionship between * nacroeconomic variables
Br be market performance. This relationship can

le is pt;)s‘_'t've or negative depending ©On whic
efore relng put under consideration. ]
Mronment ecommends that the macroeconomic
Onitoreq is very important and should be closely
@'me mao ensure stability. Emerging economies with

ity at croeconomic environmen njoy increase
Morman the stock market and hence an increased
9 Oreignc-e  Stock market performance is an indicator to

Werefo investors on the stability of the stock market.
ihin oo recommended that goo measures should be
arket activities which

in
Am?l!iﬁs to promote the stock M

Was o ases the stock market performance- .
.stQCkStab"Shed that financial intermediary (policy
tabiliz market liquidity, exchange rate In dollars and
IBortant ation variable (consumer price chan

..}I‘e mon determinants of stock deve
Wion, 1 supply does not prove 10 be significant In
i m:cnk was found that financial intermediar '
I lop ets are complements rather han substitutes in
ivg Ment process. In order promote stock r;r;:t o

Velop,

Dloye o1t in emergin oconomies, it iS impo

Ghang, SOCK mar?(etg liquidity, efficiently control
rmediaries and then

Ifjan
Witro| ige rate, develop financial inte
‘ o snf.latlon'
g r:::ent conclusions drawn from thi ant for
:Bist%kg macroeconomic variablés are IMPO" ntry's
Bkets Tmarket development in € ergind ﬁomarket
Horman o, Teverse the persisten emic 197 "yoth
Meggq cc, trend in emerging omié%% place
!ﬂiﬂcantand external policy makers may have : voice
%d'i ace emphases on the intenance mment
Selygpountabiliy, political stability,  9°%0n The
™ o Stess',' rule of law, and control of €2 UP e
Provip, abilize the macroecor“')l"fc indicalo™ Lzenry IS
! Mportant for performance of stock m are
P pirica results
work

"ergin
My S Sconomies. Although theé empi!
analys's- Mu:hmarket
d stoC

SR
m.ainsg' they warrant further
r understan

o

s study suggest

fyélopn:g be done to betté

P se ﬁnrg" licy mplication®

tme. ndings also have important PO croeGO"O"mc
i jation 10 e(;onomic

er
::gesg'"g ectj:onomies in relation
* Prudent managemen t.

S can fagilitate stock marke! develoP™"

Rational management O i
:gzures greater conﬁdencfe miﬁcrt%e: or;?angliﬁt'yvan'fables
e yrr:\m);ri cas_ fmacrqeconomic volatility magniﬁ:s :Ee
A c|rr‘| ‘ormation problc?m. First, macroeconom'e
e one as consumer price index, exchange rate in
determ'inin t% supply and GDP all play important role in
detor! ha?le te mgrkqt performance. Therefore, poli Y
mekers 0 malr]taln reasonable fiscal and m,o o
scipline in order to increase the demand for ¢ 1o the
rivate sector, and subsequently influence r:ahcgt tsotg::ﬁ

market development.
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Total Value Stock Market Capitalization Turnover Number of listed AGDP
Traded (% of AGDP) (% of AGDP) ratio (%) companies per capita $
3.75 30.10 23.36 135 4285.75
3.77 547 54.44 216 377.21
0.11 14.26 0.97 27 1020.64
0.88 23.03 5.38 16 4981.22
19.67 38.61 53.21 464 4582.71
2.08 13.03 13.13 402 3437.66
12.06 95.18 12.66 252 6669.80
2.65 25.02 9.93 117 3295.39
0.67 9.72 5.29 17 4683.95
12,64 23.77 5342 265 11852.47
. 716 5.20 47 2903.80
0.38 27.11 690
1229 34.88 1158.47
045 15.37 3.29 26 486.02
15.57 47.66 103.11 4845 641.97
44,04 26.66 47.89 294 1195.98
11.72 117.63 3.14 39 4178.91
3.88 109.20 29.04 169 2135.87
39.69 23.49 5.68 55 528.17
1.58 162.95 39.58 748 4919.38
68.64 27.38 32.97 168 7468.29
8.52 38.12 17.58 60 1796.14
7.98 14.40 8.53 189 684.49
1.73 19.38 167.50 683 631.11
31.50 04.84 2.75 22 457313
0.55 3.37 5.17 54 1558.13
0.12 31.72 16.37 225 2706.04
3.58 o1 -5 1 23.53 219 1123.98
12.26 19-12 61.71 238 7199.95
811 10-79 21.14 2963 4280.12
145 o1 7 84.02 87 13402.12
73.95 "3 40.82 346 10871.28
. 5.8 24.27 65 16522.56
2.18 19.63 32.81 534 4990.85
2.65 173.05 16.10 227 1103.19
60.32 17.92 84.48 424 2401.98
2.81 57.64 12.61 39 2859.05
44.10 13.11 135.91 260 6320.72
1.68 23.95 2.77 13 5460.68
32.11 0.74 14.66 74 5462.98
0.02 8.57 11.03 70 592.08
1.69 84.05

9.40




———

a .
cademic]Journals

10(19), pp.

in , PP. 469-484, 14O ‘
1;955;2/53“2016.815’3 ctober 2.0:1 6
19936233 sscrEai07

Agf?g?s“@mté | o
thor(s) retai gt o
w’fgln the copyright of this article:

.academicjournals.or JAJBM - il

Full
Length Research Paper

tutional quality and stock

i R H H
elationship between insti
:dence from emerging

market performance: Evi
economies

Sarpond and Jones Agyei-Ntiamoah

Wwinful®, pavid

Ernest Christian
ccountancy

Department of A
Received 30 Au

Accra Polytechnic, Ghana.

21 September, 2016

T‘ gust, 2016; Accepted
'“arkpe':'::;e of this study is t© provide empirical evidence on the effect of institutional qu
alderon ormance. In order to evaluate the e ect of instltutional quality on stock mark:ta"ty on stock
Rossell models have be estimated using generalized method of moment’ performance,
for the period 0166 to 2011 Is used to estimate tl‘f@“"’“lﬂique. A
sitive and significant influence on st'g:":lt;. T':-.e
arket

d
fesults asta of 41 emerging countries f0
Performan 95t that institutiond! quali a
the quafi nce. Policy makers in emerging countries must follow 8 parallel policy agenda of improvi
rna,ketslty of their institutions as well @S education: These are paramount to the performance onTOVIng
K performance in eme ing countries: stock
8y w . .
~—_ords: institutional quality; stock market, emerging economies, macroeconomic variables.
een finding support the fact the stock
ositively with economic mgmnﬁ:rnfgg“ar;:ce
. For

Kemboi and Taru (2012

a
ed thatconfidence in inves)tmggtsyfsnzh@o%)
property right. It is believed ?acteg

the, 2t
ot e
gblitiCafOnos,:?igk markets. These ar® enoud” 7 an
Ogr 1. Stabili growth, technology, r il country netitutional
S NSt ifit : rman whilé cour™™? ; al structure
‘ubponst't“tiongaﬁfc! capital marketﬁr;i';f?t The results !nstltut[onel efficiency and productivity. An i:tp:gsds o
quality negatively a duality ijs an in mstltutlonal quality leads o higher gross ement
na of stock roduct (GDP which |_mp!1es more maney for inveomestu;
Countries with strong institutional quality have m stment.
ts. These articles reviewed vg:: hﬁttt;g

al roposition tha institutio ce
rffrmfn? matters 1 stock M3
of emerging € i
ging conomies on the effect

An;
ins.' anqg
tltu . Ng : b
b Wtig assam (2 ne the nks D™
! . as well instanceé:
establish

8y of gj
i .
M ght Asian countries eve'optm%onclude
o with improvement in
with strond

Mgl p
a
tto;((ets in : cOf enhancing the pe
otk ountry hence institution? quality
pe (200 ) jiteraturé

N
am an%t g.e'fol'lﬂance. ‘
iesse (2010) and Adjasi and BieK




a7
0 Afr.J. Bus. Manage.

[} —— ————— .-
'] A —— _'_,-.___f”’\‘ -
1 -—— — —— fr—
] s e — e e s S R
¢ ————
.] —— i R ) e . ——— e el
N e T
g . e p— ———— PN e ———— PR,
L et e e e st
] ——
] P . oo mmas T 1 ene i 17 b LT T e —
PR
1 car— ——— JR— IR o e wma— T - m———, P o ——— =
Grmeph by Oountry year = T
over by countries (1996-2011).

Figure 1. Trend of turn

flnstlt .
tutional quali ted by trading |
Brgin quality on stock market performance of  accounted By TGS in few stocks. Most sto
is s%uZCOHOmies, using a panel data. , markets often  havs informational a"dt:k%izr;!:)hese
larke y outlines the main determinants of capital deficiencies hence weakness in the transparen y of
dy Coﬁte rformance for an emerging © “This  transactors of these markets. For this reason T ?f
e ,elr'b.“tes o literature by confirming e evidence (1991) and El-Erian and Kumar (1995) established :ﬁ et
vality ationship between dimension f institutiona! share prices in emergne economies are consider ba
o SUCh as the efficiency of the goVv mment, the more yolatlle than advance markets. In spite of this 2’ v
and the regulatory volatility, most corporations have benefited from 'gh
market N less developed economies for instance .ﬁ;‘i’:ﬁ

itical o
cl
hority ;:‘:te'r}he level of corruption
e
performance of stock markets- stock market.
Market liquidity is one the measures of
A stock

performance. Market Liquidity IS ability for inves|t2?srk;a \

uy and sell shares. We measure the activity of the stocﬁ

lue traded as a share of GDP, which

arket using total va
e of stock transactions relative to the size of

3

We

3:,°rma?12 ic:\tzf.e”e from AppendiX 1 k market i es the valu

X icators exhibit 8 consi  According to the wi -

YO8 ot i r ! ork of Levine

;3;‘3"2 untries, according ' e s"igk e’" s of (1998), this measure is used to gaugs markae't’dmf&'d"-?s
untries M. 2" inder This is pecause it measures trading relative to econorln'y.

¢ the 41 countries Pakistan, Saudi Ara\bizlac

ation ratio. The top ten
tion for the P Jordan .
. ica, Joree | pangladesh: Turkey and India turnout to be countri
i shown in Figure 1. The liquidity in th;'::

arar
.h le, imeb South Africa, Malaysta: aicd * - and
:::-a in thatabwev Saudi Arabia, iland, Phlhpp:("'ﬁ1 ? ket with liquidity as
ita); 0 . ? i
arg. 2ation rade"- The countries W™ L re ok dosh. artvgre regovrvdeer: ;fg:tngfth: late 90's and the
AUy Y 3 re Ecuador, SIov8 ublic: =5 e stock ry P o financial I these countries have
o Derfnd least Uruguay- s we calrt:e de @S undertaken successiu inancial liberalization (Figure 1).
Oormance in terms of total f\nl'zm he first t‘i
t firs Institutional quality

Mgy
"8ing economies

Wi § Qc
Vig: k market capitaliza

. et
i Q
M pogr GDP, South ‘Africa moVve T " the
*'alttlon rc:;" with Saudi Arabid oi"}fzz;i%% does not
8 wi our sam arket capita! i
ple. M pe rio under s::gé’ |nstituti0na' quality can broadly be explained as
ler ave uidelines to govern and qirect the formation of
of human beings by one another

st the largest conomy h@ frica '
A, CaPitali gest € i :E;outhA tations
ation than Hong Kongd p china despite Co,wentional rowth models tend to focus largely on the
hysical and hur;r:qan capital in explaining the
within and across time and

8y C@Pitalizati
. Pitalization is almost the sarz ain even though  oie of
Ghana '* growth erformance
hese have a lot to do with the cost a
rticular, it has beennf(cj)utgg

e
Yarj aller GDP and populatioﬂ- Ghana
n ! N asa ,
ita gtion ountries-
o oing business: In pa

hin Ith sj
T 1ze o ve
f a country. O r malle

gy
A g oS 2 |
! of Ni; arger econom
:a:urlef'geﬁa ir? terms stoC market caﬁ(ltet"z gase of d
dy © ancy ymancs of the 6aPia! "Ching goonoMies  tat there '3 major role that is played by institutions in
e of stook markets " 00 " gvanced fock e encing the effects of either human or physical capital
st nomies: th in influencing the growth path of economies. It is

Ia ot ;

an"‘.sls imply that even th® q €C

Sig.. are ‘ jopind i

Uerap mature. Wi deve’ capitalizaﬂon
e part of their tota rke



|
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(1995'"9 business environment. an I (2002)
ag ). Hall and Jones (1999), Acemodls B Siiat key
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by institutions, hence market 1 m
m°’|"market institutions in order to_perton
o€ Of this point is the Russia &P
lgq, ., 2Nd privatization in the absence
e sieglllatory and political apparatus- wn that 2
fng CiaTn- financial crisis whic
Sanin liberalization to run ahea {of La
The ¢ tation to disaster, an also tha.tuﬁons matter and
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Cea ature- ve
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Although eccnomies are becoming increasingly global,
firms with international operations are still subject to the
principles and practice of national corporate governance.
it has been rightfully seen that a firm’s valuation does not
only depend on the profitability or the growth prospects
embedded in its business model, but also on the
effectiveness of control mechanisms, which ensure that
investors' funds are not wasted in value decreasing
projects. Investors' however are encouraged to invest in
sound, orderly and transparent markets. Numerous
recent studies on transition economies have emphasized
the relevance of law, judicial efficiency and the regulatory
framework (Lombardo and Pagano, 1999; Pistor, 1999,
2000; Coffee, 1999; Hooper, 2009; La. Porta et al., 1997,
1999).

Em)pirical evidence suggests that better legal protection
of outside shareholders is associated with easier access
to external funds in the form of either equity or debt (La.
porta et al., 1997), higher valuation of listed firms (La.
Porta et al., (2002), and lower private benefits of control
(Zingaless 1994; Nenova, 1999). Moreover, it has been
shown that the enforcement of law and regulations has
much higher explanatory power for the level of equity and
credit market development than the quality of the law on
the books (Pistor et al., 200(_); C_offc_ae. 1999).

Edison (2003) found that institutions have a statistically
significant influence  on economic  performance,
substantially increasing the Ieve] of per capita GDP.
These findings hold whethe'r !nstltutlonal quality is
measured by broad-based |n§|cators (such as an
aggregate of various perceptions of public sector
govemance) or by moré specific measures (for example,
the e xtent of pro erty rights protection or application of

law). The findings are also consistent for all

of institutions.
These results suggest that economic outcomes could
substantially imp_roved hence stock market
o fformance i develo_pmg countries strengthened the
uality © their institutions. In other words, the results
'?-ldicate that institutions have a strong and significant
impact on per caPita P growth.

and the economic importance of the stock market in our
1 countries. we examine the stock market capitalization

hoice of countries and times series data for this article

ratio- o availability of data. Data for this article are from World
rests O "¢ Indicator (WDI) and Global Finance and Development
o ization ratio is defined as the value

peve market capital
(GEF)- otic equities traded on the stock market relative to GDP.
of domé -+ is modeled by assuming that country believes

institutional quality ?ot leading to stock market
robability a country places on the likelihood that
perfom‘!a tf;;ﬂigny of a country will not yield retumns is a function
the ins}ltU. nal quality in the country. Using multiple indicators to
of institutio fiutional quality raises the problem multicolinearity. To
measuré inS%  Lel, we take from existence causal factors and then

Ii tr:e mo timally combine the factors  to

deV§g:1 ate on how 10 choose and op
on

ftutional qué’
Inst probabilly of
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Table 1. Descriptive statistic of explanatory variables.
Variable Obs Mean Std min Max
Control of corruption 615 -0.184 0.644  -1.488 1.553
Voice and accountability 615 0.0186 0.727  -1.857 1.318
Role of law 615 -0.153 0676  -1.841 1.358
Regulatory quality 615 0.070 0.685  -2.210 1.645
Political stability 615 -0.357 0.873 -2.412 1.206
Government effectiveness 615 0.007 ggg; -1.516 1.278
| Institutional quality index 615 -0.1 : -1.579 1.248
) Source: Field survey 2011, wal and FD! 2011.
15
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N B°tSWan§ on the average 3" ocr"at other
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rg n0r institutional quality P once cross
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indicator and R
correlation amongst indicators for all periods.

Voice and accountability
lity covers degree of involvement of
citizens in government and in the policy making process.
re different types such as moral, administrative,
managerial, market, legal, constituency, and
nal accountability (Jabbra and Dwivedi, 1989).
quality of this indicator, civil liberties,
should be not only properly and
Iso significantly improved.

matically secured, but a!
systé uld be able to publish or broadcast stories of

without fear of censoclj'ship. Countries with
: cores of Gl in voice an accountability have
hlgo'::; if positive 2.5 while those in lower scores have
sC er negati 2.5 Figure 2 shows the mean value for
un tries sampled for this article. From Figure
o, of emerging economies sampled
voice and accountability. Slovenia came out
country with good voice and accountability with
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nce the
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. oy s with low personnel quality,

& :
8 o° are alsg considered I" cy an@. rban
Poj ”'tary coup risk. Major insur-ge?'o):l- jor uarfia‘I
ri“*slcl tefrorisrfl'l political assassinZ gy or I
gy J . ator-
W 3Med conflict and staté & i indicd'®, guence
|ntare alsg major déterminaﬂ 50 thlSe: 4 its infl
h gﬁ"‘a' confiict like political Vif"engasure i the
ngn ic\; r:]nance is assessed i}”yel t:assessdbiﬂvest :
the . NEASUre | emplo inwar
Q“\lr '”Cumt?;ﬁtlsgca;f;mm;n an }%rmthe gov™ pility '
ahi'ﬁyh'm'aﬂt stability is measuregram and 1t5
O carry gut jts declared P

cra :
pureaJ ineffectivenes \
t I?:E,re which deteriorates govern ment

institutiona| e with national problems as a result of
ity that reduces the economic growth.

C 1 i . . -

insF;ituﬂoﬂa h% bﬂreaucracy the quicker decisions are

The b more easily foreign investors can go abput

made d tzz Figure 4 also show that 46% of emerging
. pusines=:
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Rule of jaw (RL)

nterpretation given to rule

of tge \;vord. This paper ‘\);ela:edg:' o

the ing y egal profession as im i

ju jciary, e_nght to fair and public trial with parial

delay, edua ity of al before the law e

fundamental of rule of law (IBA, 2009) -+ These are
ditional and cultural contexts, they

However, in Asian tra
overnance as rule by leaders who are

nd virtuous. Chu et al. o
East Asia, only South %%?2; '"jécated that
ave societies that are robumy’ con?:.p’ and
w und state. On the other hand, Thi itted to
cluded that rule of law in Thailand Camb i (2008)
t of Asia IS vggak or nonexistent. The' term * odia, and
he enforceability of government, direct ﬁna':U!e of law’
monéey laundering and organized crime, losses cial fraud,
of crime: uality of.police, the indepen den:md costs
political influences of men*?b of the

0. Of the total Sample 4% of o

sampled we .

rule of law whiles the rest h;?:l b;%g?::ordgni:

rule of law as depicted in Figure 6. Once again

There different i
the ethical nature
the meaning given
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mies sampled for this article 39% of them
on the average are cla_sgiﬁed as havipg good institutional
quality with the remaining 71% having bad institutional

Out of 39% countries like Chile, Slovenia,

, Czech Republic, Urguay and Botswana came
jvely in relation to good institutional

Nigeria, Venezuela, Pakistan and
iso identified as emerging economies
quality as depicted in Figure 8.

emerging econo

Band a'desh were a
with bad institutional

Statistical analysis

ipact of institutional variables on stock
using different estimation
s. Table 2 presents the results of pooled
|east squaré (OLS) estimate. We include as
s institutional quality. The high correlation
nce indicators motivates the use of
s for each governance variable to
problems. When the explanatory
correlated, it becomes difficult to
te effects of each of the
ory variables on the dependent variable and
ad to substantial increases in the standard errors
efficient estimates of the governance indicators.
| inference based on these standard errors

roblematic. The use of each governance

indicator separately for each regression overcomes these
i

problems-

arate regressior]
: pd multicollinearity
highly
the separa

e baseline regression model

Table 2 is th
te index that takes into

1in ?
d a composi
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Table 2. Result from OLS estimation.

Variable SMC SMC sMC sMc SMC SMC SMC
Market liquidity 0.805*** 0.828"*  0.824™ 0.815™  0.822**  0.805**  0.827"*
g’ed‘t to private sector 0.496™" ogoas  0591n  0496%T 059 04967 05687
s;jg'r;? private sector .0.001* o005 0004 0007 0003 -0.00Z -0.005*
Consumer price index -0.0904* .0.098* -0.089" -0.091* -0.086" -0.094* -0.097*
Seconda i 0.112* 0.098* 0.148** 0.092* 0.171** 0.112*

ry school enrolment 0.148 12
GDP 4181 3,062 o081t 3381 2814t 41827 34 12*
Investment 1.081 2.981 2.31 1.981 2.081 1.981 2.001
Institutional quality 4.601" - i ) . i }
Control of corruption - 2515 17-49. ) ) ] i
Voice and accountability - i ' 30.61*"* - i i
Rule of law - i ] . 2.667 i ]
Reglﬂatory quality - i : - . - 5 8.82" ]
Zolitical stability - ) - - - - 1237
Ovemnment effectiveness - ] .
Sec ondary school enrolment 0.109° 0.289" 0.189* 0.112 0.188 0.188* 0.183*
nd voice and accountability 5 615 615 615 615 615
N 615 61
Sgn 0,786 0.801 0.802 0.876 0.831 0.772 0.786
- 0'000 0.000 0.000 0.000 0.000 0.000 0.000

Sigma_e
Rho - -

. . ity. The
fgns'deration all elements of institutional gua::;ty'sectﬁr
s show market iqudty: 55T 10 romic growh).

3 sector development): OOy onal guetd =7y

Seco
all ndary school enrolment @ " a
; ositive, 1IN will bring

Signifi
Pe cant and the signs
ab;centage point increaseé in thesé varia eerfOrmance.
Iny U an improvement in stock mar.ket.fpant On the
0 ZStme"t in this case tends ut insignt™e of credit 0
Pri F hand consumer price index an squer dicating @n
i ‘;ate Sector are negative and & nificant = Cance. The
varp 3¢ Pelationship with 00 k rment and
inst'a ble of interest secondary igniﬁcant as
Itutlonal quality are all pos'tive an gicating that @
pe,c: &d at 10 percent significance ol enrolment
an r[tage point increaseé in sec ck mark_et
i |y This

Peps.. NStituti i increases e
QEF"nhanceIot?yal 0.‘(11:88ht;nd .601 .reier?::::isago.w
"’ed?moe indicates that institutionraf en‘;'rf‘ze in emezgngg
8 r of e e O fﬂCie
secn::g’aies. IfStSfek srinn?gl(y ( ®

Qo STy school enrolment e 6 r
s“hmude that a |percentage point '"creas;ov ents in
Mo enrolment will lead '© 481 1P oefficient
1 k markete n w;formance But this tiona! quallty
s pp(r)semy measuF:'Zs the € ect whé i
ihs-u?. Which is not interesting e': s no
A, tonal quality from this sa
by, Since the p-value or thé nly

esis is 0,003, so we "’

hypothesis of pr =0, Bz = 0. Using the mean value of
institutional quality we compute £, Because secondary

school enrolment is measured as percentage, it means
that a 1% percentage point increase in secondary school
enrolment increase stock market capitalization of
emerging economies by 0.506 standard deviations from

stock market capitalization. This finding is

the mean ?
consistent with the results Winful et al. (2013).
plem with institutional quality is that it tells us

The pro . :
very little about which aspect of institutional quality
ention should e directed towards. Also because of

muuicollinearity problem, we introduce the elements of
institutional quality one at time to detern:line its effect on
stock market performance. To remedy this deficiency, the
icle studies the effect of the components of the index
of institution quality on stock market performance. The
i 2 below from the second column

in column two of Table 2 we replace the

rds. g . .
onwar'y index of institutional quality with control of

determine its effect on stock market

jon to
coerrrrgfrtr:ance. The results shows that control of corruption
ificant effect on stock market performance. With
ffect of secondary school enrolment on corruption we
e ‘1 effect of control of corruption on

ot performance.'The indication here is that as
erging economies put in place measures to reduce
em ol of corruption they affect positively on stock
con is emerging economies. The sign is as
markets O C%o refect the hypothesis thal there is
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Table 3. Result from FE.

SMC
SMC SMC
0.801*** S SMC s
0'408"*' g';gg*: 0,808*** 0.902",, 0,8?1(:" SMC SMC
-0.005* “0.001* 064(?:; 0.413"* 0.406% gﬁgg” 0.801"
-0.0193 ; ) e -0.041* -0.017* . i 0.348**
0.547* 8332*6 -0.01 (12 -0.031 -0.119 _-8'003' -0.004*
5.043* 1 '062* 0.441* 0.422* 0.547* 0‘21 0:' -0.0193
051 062 5.043" 3.062" 5 043" 5b4137-~ 0.523*
1.o81 7 1.981 0.784 1.981 1.981 sosa
- - . . 1
- 0.720* - ) ) : .
- - 0.767** ; ] - .
] - - 0.278 . ) -
) - - - 0.284 . -

- i - 0.298** i
0.115* * - r - . - 1 %
1 0.229 0.176 0.443" 0.308 0.437* 138

615 615 615 615 615 0.437*
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ey OWE an aksimovic .
' vI:k ac\tI:,a r, the latter authors faile o contrd! fo glott;'lael
trarl iOnirs in their analysiS: which could exP’ ences
MSac n the results. If titutiona! uality infl e it
u eon costs associated with firm operationi' 'Qiﬂué
ig el.e?(peCted that the exceS return o" equsl Y tional
thy ~ure in countries Whic e high! o nd enlard®
- Reduction in transaction costs would e

iy set vailab'e to T

nection with

We introduce an interacti

! ive term to a
tr': g:{t ;?JI t:ﬂ%‘?t of secondary school:o::vnas determine
b P f_e imensions of institutional urol_m ent with

ertl:aulse o |mﬂuence of institutional QUaIityqoamy' This is
s¢ tpo' enrolment. The result shows explicitl ': secondary
statistically significant in all inter t}’ hat there is
secondary school enrolment with et between
dimensions institutional quality shown in Er):g} to various

AIC analysis confirms that the interaction ?ezr}n

del. The adjusted-R2 for th:hg‘lj.lg

be included in the mo
lum
n one to seven respectively

estimates shown in CO
indicate the percent of systematic variations explain d
ed by

the variables in the models. The F
; . -va ;
els estlma_te§ are significant atlu?:efo{etshe various
percent Ievsl. indicating a significant linear re? than 1
petween the _dependent variable (SMC ationship
mdependent variables taken together. ) and the
Table 3 pelow presents different as‘sumption
tion structure of the errors which is USeds about the
an_alysns par';eEl data the fixed effects and randot:, f
g ov:te explore the relationship b:tvscts.
: come variables with countri een
emerging. economies has its own b Each
dict ce ples. may or_may not " fuonoe.the
predictor V<, es. 'Us'u:ng FE the assume i the
e individual emerging econc.m"s that
pias the predictor O outcome variables and we 'rfes may
other assumption is that ?i?n:i

control 0 this. The
invariant characteristics aré unique to indivi
i ividual emergi
and should not be correlated with ec';%lwnegr

economi !
economies characteristics. An effect of th
e
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consur: market liquidity, 2
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inde ndary school enrolment In Table
x for institutional qua ignificant. As we

i te
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 explaini investmen
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' im !,- test of less than 1%
plies that models are
heterosk are different
estim S edaetlcnty of a p-value O
of hates using fixed effect rej
hete omoskedasticity. To  C°
roh roskedasticity we
Th:St fixed effect results aré not di
arti robust fixed effect resy
’ejecf' Lagram-Multiplier test O
. null hypothesis and we conclude 1
b ave first-order autocorrelation- Clustering
y countries did not give different results from

Ramsey RESET test usi
using powers of the TH& 7 &
of the dependent variable gsfock arket Capitallzetlon

. variables at all the traditi igni

J > ! onal s nificanceé
article failed to rejects the null hyplogthesis or
reason that the 1ag of jabl

techniques discus®

ue is that they cannot be
t causes Of the

the error terms are
random effects model is
n across emerging
d uncorrelated
model.

the variatio
pe random an
uded in the

FE model,

the consistent F
n speciﬁcation test, rejects

in favor of the fixed-effects
effect are not reported in

s shown in Table 3. The
LS results on economic
private sector,

nd credit to
rformance and

financial market pé
i 2. The composite

lity is again Sid

various dimensions of institutional qual?ty

nique, rule of law and regulatory 4
in explaining stock market

voice and

when
t tends out

okay an
han

ected t

used rob

ts are no!
f serial €0
that the ata does

hypothesis that the model has

. the dependent varl
xplain variation in dependen
e model. According fo i
of the dependent variablé me
mic panel bias. The difficy in appiyi"d
rical problem is that 1ag
the fixed effects in the
n a regressors and the e
necess for the consistency of
officiency of our results from the pre
i ce
d above we mtrquTable 4. Using

the OUtpUtS are as shown In
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GMM estimation technique we addres
preblem by instrumenting the lag osf tr:'eeer:lo%;%ous
va_mable. and any other similarly endogenous vFe’zriab(Iant
with variables thought uncorrelated with the fixed effec?s
The first column of Table 4 is the baseline regressi -
centrol for variables such as; market fiquidity cred'tlotrl
pr!vate _sector, financial sector performance 'consul .
price index, GDP, investment, secondéry scl'runer
en_::r;lment and institutional quality. ool
e results as shown in Table 4 column o
s!w\fvs that explanatory variables are posli1t?veb el:r\:v&
significant with the exception of credit to private secto
squar_ed and consumer price index which tend out to br
negative and significance and signs as expect de
Investrpent is insignificant but with the expected sign o
. The |mplif:ation of the results is that percentage. oint
|ncrea§es_ in market liquidity increases stock mgrllnt
capitalization by 0.792. The sign is as expected becau y
although profitable investments require long nsne
commitment {0 capital, savers prefer not to relinquistr:
control of their savings for long periods. Liquid equity
by providing assets to savers

markets ease this tension
that are easily liquidated at any time. while

simultaneously allowing firms permanent ac

- ; ce
eapltal .that are raised through equity issues thes;: ;O
increasing the r'narket value of firms. Market quuidity
ors' confidence. A negative coefficient of)[

boosts invest
0.008 for credit to private sector squared is
: ex
since money market.and capital market tend to sut?setﬁﬁce’
each other as financing vehicle for investors. That is very
high levels of panking sector development have negative
wth of stock market because stock markets

as financing vehicles. It was

also established that consumer price index i

stock market performance of 2merging xeézfr'm‘éi
negatively as expected at significance level of 1%. This is
pecause high inflation rate does not encourage lo}xg term
financind for which the capital market seeks to address
These results do not contradiction the findings of Ali

(2011) and Yartey (2008) as reviewed in this article.
dary school enrolment and economic growth has
positive influence on  stock market
performance: An increase in the secondary school
rings about 0.383 and 3.271 changes in stock
italization at 1% and 5% significant levels
respectively. We fail to reject the null hypothesis that
economic growth and secondary school enrciment have
no signiﬂcant effect on stock market performance. It is
also established that composite institutional quality has
91 influences on stock market performance also at 1%
result suggests that policies that

significance Jevel. The
seek to improve institutional quality are important for

stock market performance in emerging economies.
[nterestingly, investment which is not significant using the
oLS and fixed effect tends significant from column one to
seven in the Table 4. The null hypothesis that the
population moment condition aré correct is not rejected
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2ble 4, Results from GMM esti

mation dependent variable (SMC).

able_ GMM1)___(GMM2) (GMM3)___(GMM3)  (GMM
9 stock mark v 4 ek e P “l { ?2 (GMM3) (GMM 3)
arket [l et capitalization 0.164 0.189 0.179 0.179 0.179* 0.179"** 0.179***
et liquidity o792 0764 07a7e+ 0732 OT4T™ 0801 0722
ged!‘ to private sector 0.407* 0415 0.3d4gre  0.149™ 03667 0283  0.349™
'c:d" to private sector squared o008  -0.008" o006™  -0.008™  -0.013™ 0011 -0.009"*
sumer price index oad3 0212 opagt 033\ 0274 0381%  0.238™
’G condary school enrolment 0.383*"* 0352 0463 0471 0375 0.581*** 0.477**
o e Amz 270 et 27ett 276t 2761
’hve.s‘"‘e“t 1.973* 1.74" soa ot 19 1.973* 1.74"
Stiutional quality 291 - - - - . .
;;‘{"trol of corruption - 2937 - - - - -
foice and accountability - y 16207 - - -
Rule of law . - . 267 - - _
Regulatory qUallty - - - - 5.20*" - -
Oiiﬁcal Stablllty . - - - - 4,527 -
Ovenm i - - - - - - 9.022*
"‘eractio:n«:f?:;csngz:ss 01 22637 327 4255 3.290" 4.301" 4.291*
:‘ 574 574 574 574 574 574 574
St or . 0.035 0.045 0.058 0.048 0.049 0.047
der autocorrelation ggzz 0773 0.653 0.753 0.588 0.583 0.657
: 0.754 0.771 0.731 0.728 0.731

n

'Sia s
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secondary school enrolment is measured as
it means that a 1% percentage point

A

MWironments and low corporate governance standards. Because
B payoffs from institutional quality improvements percentage,

tude not only larger stock markets, but also greater ~ increase in secondary school enrclment increase stock
legration with world capital markets via the influx of market capitalization of emerging economies by 0.387

pial. Better governance environments increases standard deviations from the mean stock market

Bums to shareholders by reducing both transaction capitalization. .

s and agency costs. To determine the partial effect of secondary school

Hmmelberg et al. (2004) stated that lack of investor enrolment on SMC for .column. two for instance we

lolection forces company insiders to hold higher replace the interaction variable with (CC — 0.186) +E. We

i anage. These  then run the regression which gives as the new
enrolment (E), the

igh holdi ; insi rea
Bh hoidingssubject insiders 10, 9170 es “the risk estimated effec h ion gives the stand
remiy i pital. The error. Running this new regression gives the standard
1§su|tsr2fa|_';c:},tt,2?;?::8 t;:gr;:;glggoz) confirm the view error of 2.66 as 0.07, which yields t= 7.93. Therefore at
of Shieifer (1999), who emphasizes that, in order to reap the average CC, we con‘clude that secondary school
he benefits f ) t-oriented reforms: policy makers enrolment (E) has a s@ati_stlcglly significant positive effect
s from market-or on Stock Market Capitalization of emerging economies.
expected. The sign for education is

N emergi . that a fair level
i t make sure 4 '

ging economies mus investors can focus The sign is as
school enrolment has been on the
990 in most emerging

playing f' . .
ield is established, SO that S . "
' . P thout ositive because
i attention on exploiting 9w opportunites iF:mrease since early part 1
der study. The trend has been so because
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gneasure of the. oversy gooetat ! evel s docade, ¥ basic education and this have increased
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is due to the fact that strong I tribut
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e Peffo"mance' interest rates low, M ortant in reducing the debt-
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;ﬁfh{',‘r’a"f to repay. A stable real economy helps to
}’“Centiv stable expectations and this can act as an
firect ine for an economy to attract inflows of foreign
LMa k vestment.
Vertri et liquidity concerns such as wh
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Mhy ese price changes aré subsequen
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lmab,Others hide them. Thesé
Etock"s“ed to have positive
Al market performance of emerging €c .
signssx( COm_ponent of institutional quality had the right
;007)' ccording to the International Monetary
Erfo' Institutional quality is important for stock market
?nsﬁtur{."ance because _efficient and
ity tend to broaden appeal 2

ty investment. Equity investment thus becomes

y liquidity changes
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g-'ag“a"y more attractive as political risk i _
Nstity Therefore, the development © od quality
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ce. This is
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hese instruments are valid. The test failed to
wll hypothesis in all the regressions iMP yi that the
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ligh explanatory and predictive power. The
oint significance of the dependent variable$ trondly
sjected the null hypothesis that the coefficients all the
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Conclusion
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policies tailored to reduce corru tion,
effectiveness, political stability, voicepand acggzﬁgg;l?t;t
regplatory quality and rule of law should be taker;
§enously and encouraged. The payoffs from strong
institutional quality include not only larger stock markets
put also greater integration with world capital markets vié
ghe influx of capital. Better governance environments
increases returmns to shareholders by reducing both
transaction costs and agency costs. All these go to
improve on the performance of stock market. This study
findings have important policy implications for emerging
economies that development of good quality institutions
can affect the attractiveness of equity investment and
lead to stock market performance. Also emerging
economies should improve their institutional framework
pecause strong institutional quality reduces political risk
which is an important factor in investment decision. Policy
makers must sure that a fair level playing field is
estors can focus their attention on

established, sO that inv
exploiting growth opportunities without fearing for their

property rights.

policy implications

s of this article have important policy
for emerging economies. The new phase of
has achieved much in helping
| of causation since

The finding
implications

developmental economics
us understand this unexplored channe

Bagehot( 873).
The result suggests that policy makers in emerging

economies must not concentrate all their efforts on
technological innovation, investment in physical capital
put rather emerging economies must follow a parallel
policy agenda of improving the quality of their institutions
and Labor force. In addition, these policies should focus
on the institutional qualities that affect stock market
e most such as rule of law, government
instability, and voice and

political
accountability. This implies that adopting market-friendly
iding an effective judiciary system, making

olicie providin
contracts enforceable by 1aw, building political stability,
i effective overnment service, and

providing cth m
ing civil liberty and political rights should be the

strengthen!
i icy agendas of these countries.
1< where these factors were not significant in
arket performance it suggests that
conomies can set aside those variables at
n the short run put in the long run they have to work
on them. Technical inefficiency is not the only channel
h which bad governance may translate into poor
erformance of the stock market. Head of states should
s earhead promu|gation of fiscal responsibility act along
Act of United States

the lines of Financial Administration
of America ire the government to commit

itself to fiscal discipline and rovide for transparency and
impose sanctions. To hence political accountability, we
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