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ABSTRACT

There is no advanced economy that has achieved a remarkable economic

development without the establishment and the development of capital markets.

Well-functioning stock markets are expected to influence growth through increased

capital accumulation and by influencing the efficiency of capital allocation. Singh

(1999) argues that capital market might face serious challenges in emerging

economies due to the huge costs and the poor financial structures. These problems

are magnified in emerging economies with their weaker regulatory institutions and

greater macroeconomic volatility. The objectives of this thesis are to examine the

relationship between education and stock market development; institutional quality

and stock market performance; and some selected macro-economic (Consumer

Price Index and Money Supply) and stock market development. A panel data of 41

emerging economies for the period 1996 to 2011 is used to estimate the results. The

techniques employed on these models are the Dynamic Ordinary Lease Squares and

Newey-West to account for different characteristics of emerging economies. The

main findings are that education interacts with GDP to influence stock market

development; institutional quality interacts with GDP to affect stock market

development, then finally selected macroeconomic variables such as Money Supply

and Consumer Price Index, all of which interact with GDP to influence stock

market development. Recommendations for emerging economies are; the education

ministers should reduce illiteracy rate by increasing secondary school enrolment;

Security and Exchange Commission to establish transparent regulatory framework

that will resolve industrial disputes and create liquid securities market; finally,

finance ministers have to broaden investor base to include more foreigners and then

stabilizing the macroeconomic indicators.

Credit: Ernest Christian Winful (PhD thesis, 2017)
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CHAPTER ONE: INTRODUCTION

Background

The stock market plays a vital role in the modern economy since it acts as

a mediator between lenders and borrowers. Financial markets, and especially

stock markets, have contributed considerably to the development of emerging

economies over the last two decades. This trend is recorded at the same time

that these economies are characterized with growth in the literacy rate of the

citizenry, growth in Gross Domestic Product (GDP), improvement in

institutional quality, relatively stable macroeconomic variables, privatization of

state-owned enterprises, and domestic financial reform and capital account

liberalization. All these have aided in their growth.

Another point is that globalization has also advanced in the last two

decades with increased cross-border capital flows, tighter links among financial

markets, and greater commercial presence of foreign financial firms around the

world. These global trends are likely to accelerate as access to information,

literacy levels and institutional quality improves. As a means to ensure efficient

resource mobilization and allocation these trends are however raising questions

with regards to the emphasis that countries need to place on developing capital

markets.

The market capitalization of emerging stock markets rose from $604

billion to $3,074 billion for the period 1990 to 1999. The trend continued in the

2000 with countries like Malaysia, Jordan, Jamaica, Chile, Saudi Arabia,

Thailand, and Philippines accounting for the rise in stock market capitalization.

This trend is supported by the figure below. It could be deduced that after 2000



most markets saw an increase in Stock Market Capitalization (SMC) as shown

by markets sampled in this thesis.
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Figure 1 Stock Market Capitalization Trend by Market (1990 - 2011)

Interestingly, countries cited as having high stock market capitalization

over the period under study recorded low average GDP. The trend shows an

inverse relationship between GDP and stock market capitalization which does

not conform to literature reviewed in this thesis and hence raises questions

which are worth researching.

Theories identify the two major factors of development, that is, human

capital and technology. According to the Director-General of UNESCO, Irina

Bokova, to achieve sustainable development, technology, political regulations

and financial incentives will not suffice — we need to change the way that we

think and act, as individuals and as societies. This can be realized through

educational reforms or increased access to education. There are basically two

reasons for expecting to find some link between education and the performance

of the stock market. The general reason is that it is intuitively plausible that

living standards have risen so much over the last millennium because of



education. Progress of the sort enjoyed in Europe was not observed in the

illiterate societies that have gradually merged into the world economy over the

last two hundred years. To the most casual observer it must seem that there is a

link between scientific advance and the way in which education has facilitated

the development of knowledge. Education is needed for people to benefit from

scientific advance as well as to contribute to it. A well functioned economic

system with high literacy rate will perform better relation to growth in GDP. A

more specific reason is that, a wide range of econometric studies indicates that

the incomes individuals can command depend on their level of education. If

people with education earn more than those without, shouldn't the same be true

of countries? If not the rate of change of output per hour worked, at least the

level of output per hour worked in a country ought to depend on the educational

attainment of the population. If spending on education delivers returns of some

sort, in much the same way as spending on fixed capital, then it is appropriate

to talk of investing in human capital, as the counterpart to investing in fixed

capital. Benhabib and Spiegel (1994) and Klenow and Rodriguez Clare (2006)

confirmed in their articles that highly educated professionals and workers are

functional to the creation and adoption of highly productive technologies that

are, in turn, a fundamental engine of growth. With education, emerging markets

could tap into potentially large amounts of financial wealth which exist outside

of the financial systems and improve on the liquidity of capital markets.

Theories of firm behavior, no matter how they differ in other respects,

almost invariably ignore the effect of the productive process itself on worker

productivity. This is not to say that no one recognizes that education affects

stock market performance; but the recognition has not been formalized.



incorporated into economic analysis, and its implications worked out. This is a

gap this thesis seeks to fill.

Human capital is one of production elements which can generate added-

values. The method to utilize human capital can be categorized into two types.

The first is to utilize 'human as labor force' in the classical economic

perspective. This meaning depicts that economic added-value is generated by

the input of labor force as other production factors such as financial capital,

land, machinery, and labor hours. Until the monumental stock market

performance of the 1980's, most economists had highlighted the importance of

such quantitative labor force.

Improving financial literacy, in other words the educational levels of the

citizenry, contributes positively to the financial markets and the economy. From

the work of Volpe, Ronald; Kotel, Joseph; Chen, Haiyang, (2002) and OECD

(2005), financially educated investors help financial markets to operate

efficiently, as they take better trading decisions based on fundamental and or

technical analysis instead of acting irrationally. In addition, those people are in

better position to protect themselves from financial frauds.

Furthermore, financially educated customers demand more customized

products which increase competition between businesses, encourage

innovations, and improve products quality. Moreover, the increase in

households saving associated with high financial literacy, has positive impact

on investment level and financial markets liquidity, hence stock market

development. For emerging economies, financially educated consumers can

help ensure that the financial sector makes an effective contribution to stock

market performance and poverty reduction.



The average trend of SHS enrolment for markets sampled over the

research period has been on the increase as shown in the figure below. It is

expected that this increase SHS enrolment should result in increase in stock

market capitalization. As knowledge or literacy of the citizenry in an economy

increases, income also increases thereby making money available for

investment and hence improvement in the performance of the stock markets of

emerging markets. The increasing trend in SHS enrolment over the years could

explain the improvement of stock markets in emerging economies.
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Figure 2 Average Trend of SHS Enrolment

Emerging economies continue to grow faster than more advanced

countries. Non-OECD economies' share in world GDP surpassed that of OECD

economies in 2010. Since its first edition in 2010, the annual perspectives on

global development have investigated the trends in "shifting wealth", the

increasing economic weight of emerging economies in the world economy. This

has received a boost through the rise of China, which has also led to positive

spillover effects on emerging economies that supply China's demand for

resource-based products and intermediates. However, even at their higher rates

of growth since 2000, the per capita incomes in emerging economies - including

many middle-income economies - will not reach the levels of developed

countries by 2050. Brazil, Russia, India, Indonesia, China, and South Africa

5



average growth rate fell from 6.3 percent to 5.3 percent. Going forward, their

average GDP is projected to grow by 4.7 percent a year until 2020. China will

continue to have the fastest growth among these countries. With the increasing

GDP of these emerging markets, our study expects stock market capitalization

in these economies also to increase.

Boosting stock market performance in emerging economies could stem

this trend, and this notion is the focus of this thesis. Over the past decade,

productivity growth in a number of middle-income economies was insufficient

to close the gap in productivity between emerging economies and advanced

countries. In Brazil, Mexico, and Turkey, the gap even widened. In contrast,

China's record is impressive, with labour productivity in manufacturing and

services rising by 10 per cent, year on year. At the same time, this growth needs

to be inclusive so that a real convergence in living standards can take place.

Figure 2 below shows that institutional quality over years has being

improving for the markets sampled. Before 2002, almost all the 41 countries

sampled for this thesis were classified as having weak institutional quality. For

the period between 2002 and 2005, some countries were still having weak

institutional quality in regulatory quality, rule of law, and the control of

corruption, whiles voice and accountability, political stability, and good

governance had improved for most countries. For the period after 2005, almost

all the 41 countries sampled could be described as having on the average strong

institutional quality.
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Figure 3 Institutional Quality Trend (1996-2011)

A well-functioning stock market plays a vital role in the modem

economy since it acts as a mediator between lenders and borrowers. It does this

through two important channels; boosting savings and allowing for a more

efficient allocation of resources. Economic theory suggests that stock prices

should reflect expectations about future corporate performance, and corporate

profits generally reflect the level of economic activities. If stock prices

accurately reflect the underlying fundamentals, then the stock prices should be

employed as leading indicators of future economic activities, and not the other

way around. Therefore, the causal relations and dynamic interactions among

macroeconomic variables and stock prices are important in the formulation of

the nation's macroeconomic policy. Macroeconomic variables such as Money

Supply have effects on stock prices. The efficient market hypothesis suggests

that competition among the profit-maximizing investors in an efficient market

will ensure that all the relevant information currently known about changes in

macroeconomic variables are fully reflected in current stock prices, so that

investors will not be able to earn abnormal profits through prediction of the

future stock market movements (Chong and Koh (2003)).



According to intuitive financial theory, various macroeconomic

variables affect stock market behavior (Maysami and Koh 2000). The existing

literature provides a number of theories illustrating the link between stock

market behavior and macroeconomic variables. The effect of macroeconomic

variables on the stock market behaviour is a well-established theory in financial

economics literature. However, more studies are focused on the developed

countries such as the US, UK and Japan [see e.g. Fama (1981) and Chen (1991)

for the US; Hamao (1988) for Japan; and Poon and Taylor (1992) for the UK]

than our study present the case of emerging economies as provided by our study.

The work of Garcia and Liu (1999) established that macroeconomic

volatility does not affect stock market performance, while Maku and Atanda

(2010) revealed that the stock market performance in Nigeria is mainly affected

by macro-economic forces in the long-run. Ting, H. L., Feng, S. C., Weng, T.

W., and Lee, W. K., (2012) established that Kuala Lumpur Composite Index is

consistently influenced by interest rate. Money Supply and Consumer Price

Index in the short run and long-run in Malaysia. Mehwish (2013) recognized a

negative relationship between real interest rate and stock market performance

in Pakistan. Consumer Price Index and Interest Rate have significant impact on

the stock market performance in Bangladesh, according to the findings of Jahur

etal. (2014).

A regression analysis conducted by Aduda, Masila, and Onsongo (2012)

reported that there is no relationship between stock market development and

Macro-economic stability - inflation and private capital flows. Also, Songole

(2012) established that market interest rate. Consumer Price Index and

exchange rate have a negative relationship with stock return. Ochieng and



Adhiambo (2012) established that 91 - day T-bill rate has a negative

relationship with the NASI, while inflation has a weak positive relationship with

the NASI. Kimani and Mutuku (2013) showed that there is a negative

relationship between inflation and stock market performance.

Statement of the Problem

There is no advanced economy that has achieved a remarkable economic

development without the establishment and the development of capital markets.

Thus, an emerging economy, which aspires to emulate the achievements of

advanced economies must establish and develop its capital markets. Financial

development's association with economic growth remained an important area

of discussion since last many decades. Levine (2001) states that a well-

functioning stock markets are expected to influence growth through increased

capital accumulation and by influencing the efficiency of capital allocation. In

a market economy, the role of the capital market is very important. Goldsmith

(1969) states that financial superstructure of an economy accelerates economic

growth and improves economic performance to the extent that it facilitates the

migration of funds to the place in the economic system where the funds will

yield the highest social return. As far back in the 60s capital markets were shown

to offer tremendous potential to economic growth by tapping not only into

domestic financial resources, but also into international financial markets. They

provide liquidity to investors and make funds available for the undertaking of

long-term projects also influence significantly the quality of investment

decisions. Economic growth, driven by market forces, has become the main

economic pursuit of modern states and emerging markets. It is regarded as one

of the ultimate economic measure of countries competitiveness and economic



performance. Capital markets are viewed as the sine qua non for economic

development. The usefulness of capital markets is pretty much established.

Literature reviewed show that remarkable economic development chalked

advance economies has been as result of the development of capital market.

Hence, an emerging economy, which seeks to emulate the achievements of

advance economies must establish and develop its capital markets. During the

last two decades, many emerging markets have opened their domestic stock

markets to foreign investors, but equity markets in some countries remain

largely closed to foreign participation. Permitting foreigners is one way of

obtaining access to international equity capital.

There has been a considerable development in the stock market since the

early 1990s. Prior to 1989, there were just few stock markets in the economies

sampled for this thesis. The strengthening in emerging market growth since the

late 1990s is very pronounced, as exactly expected. Not only have the growth

rates of the developed world fallen relative to the emerging economies since the

late 1990s, but they have actually fallen in absolute terms as well. It is believed

that a large part of the decline in western growth has been due to the collapse of

the financial sector in 2008. This means that investment capital is being taken

out of developed economies and injected into emerging market economies.

The growing sophistication of financial markets means consumers are

not just choosing between interest rates on two different bank loans or savings

plans, but are rather being offered a variety of complex financial instruments

for borrowing and saving, with a large range of options. At the same time, the

responsibility and risk for financial decisions that will have a major impact on

10



an individual's future life, notably pensions, are being shifted increasingly to

workers and away from government and employers.

The level of financial literacy is very high for emerging economies

relative to developed economies. Individuals will not be able to choose the right

savings or investments for themselves, and may be at risk of fraud, if they are

not financially literate. But if individuals do become financially educated, they

will be more likely to save and to challenge financial service providers to

develop products that truly respond to their needs, and that should have positive

effects on both investment levels and economic growth. Individuals are

increasingly being asked to take on sole responsibility for complex savings tasks

which were previously at least shared with governments or employers. But how

can individual workers or parents be expected to weigh the risks and make

responsible choices in an ever more sophisticated financial market?

Financial education can complement, but can never replace, other

aspects of successful financial policy such as consumer protection and the

regulation of financial institutions. There has being no research in an attempt to

explain the current performance of stock markets in emerging economies in

relation to institutional quality, education and macroeconomic variables that

have seen remarkable improvement for emerging economies over the sampling

period of this thesis 1996 to 2011. The study argues that weak institutional

quality exacerbates fiscal and macroeconomic instability and ceteris paribus

negatively impacts upon stock market development.

11



This thesis seeks to fill the gap of severe data limitations on the link

between education and stock market performance. As Goh (1979) states, a

nation's wealth in the 21st century will depend on the capacity of its people to

learn. The study also contributes to the debate on the effect of institutional

quality and also macroeconomic variables on stock market capitalization of

emerging economies which the study believes has received very little attention

from researchers. In contrast to our study, many researchers like Harvey, Solnik

and Zhou (2002) and Fama and French (1989) have based their analysis on

business cycle variables or stock market valuation measures such as the term

spread or default spread for the former category or dividend yield or earnings

yield for the latter. Barro and Xavier Sala-i-Martin (1995), Sala-i-Martin (1997)

and others concluded that the relationship between schooling and growth is too

weak to plausibly explain more than one-third of the observed relation between

schooling and growth. Another important consideration, however, is that part of

the relation between schooling and growth may reflect omitted factors that are

related both to schooling rates. Identifying the nature and importance of any

such factors is a subject for further study.

Another motivation is that the role of capital markets in stimulating

economic progress is less debatable as there are well established theoretical

frameworks for aprori expectations to be in the affirmative. However, there are

considerable debates about the findings and empirical evidence across countries

and the arguments are quite inconclusive and with mixed results. For instance

Kraay, (1998) and Rodrick, (1998) found that capital market does not affect

growth, while Levine (2001), Bekaert et al. (2003) and others stood their ground

that the effect is positive.

12



Singh (1999) has argued that the capital market might face serious

challenges in emerging economies and may not perform efficiently and that it

may not be feasible for such economies to promote capital markets given the

huge costs and the poor financial structures. These problems are magnified in

emerging economies with their weaker regulatory institutions and greater

macroeconomic volatility. It is for this reasons this thesis is looking into the

determinants of stock market development in emerging economies.

Objectives

The main objective of this thesis is to establish the determinants of stock

market development in emerging economies. Other supporting objectives

are;

i. To examine the relationship between the Education which is proxy by SHS

yearly enrolment levels and GDP which measures economic growth on

stock market development of emerging economies,

ii. To determine the effect of institutional quality such as control corruption,

voice and accountability, rule of law, government effectiveness, political

stability and regulatory quality on stock market development of emerging

countries. This is because strengthening of institutional quality broadens

appeal and confidence in stock market investment (Perotti and Van Oijen,

2001).

ill. To examine the effect of the selected macro-economic (Consumer Price

Index and Money Supply) and GDP on stock market development in

emerging economies.

13



Hypotheses

In view of the above objectives and the gap in literature concerning stock

market performance, education and institutional variables, this thesis tests the

following hypotheses below at 0.05 significance level;

i. Ho: There is no relationship between Education and stock market

performance of emerging economies.

Hi: There is a positive relationship between Education and stock market

performance of emerging economies.

ii. Hq: There is no relationship between Strong Institutional factors such as

control of corruption, voice and accountability, rule of law, government

effectiveness, political stability and regulatory quality and stock market

performance of emerging economies.

Hi: There is relationship between Strong Institutional factors such as

control of corruption (+), voice and accountability (+), rule of law (+),

government effectiveness (+), political stability (+) and regulatory

quality (+) and stock market performance of emerging economies.

iii. Ho: There is no significant relationship between the designed

macroeconomic variables and stock market performance of emerging

countries. This hypothesis tests the relationship between Consumer

Price Index and Money Supply.

Hi: There is significant relationship between the designed

macroeconomic variables and stock market performance of emerging

countries. This hypothesis tests the relationship between Consumer

Price Index (-) and Money Supply (+).
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Significance of the Study

Stock market performance in a modern economy hinges on an efficient

financial sector that pools domestic savings and mobilizes foreign capital for

productive investments. Absent of an effective set of financial institutions,

productive projects will remain unexploited. Inefficient financial institutions

will have the effect of taxing productive investment and thus reducing the scope

for increasing the stock of equipment needed to compete globally. The effect is

to substantially cut growth from what would have been possible given

appropriate policies and market structures.

The study findings will be of great benefit in the formulation and

implementation of policies related to share pricing as well as regulating of stock

exchange trading. The government will also be informed on how to make

policies, rules and regulations regarding trading rules that will help protect

investors so as to encourage investments and spur stock market performance for

emerging economies.

The findings will also assist firms and individuals in understanding the

factors that affect share prices and they will be better informed on how to gauge

their investment options while banks and other financial institutions will be able

to offer better financial advice and products to investors who seek funding to

finance share purchases. In addition, scholars and researchers will find this

study useful if they wish to use the findings as a basis for current and further

research on the subject.
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Contribution

The contributions of this thesis are based on three perspectives;

operational, policy formulation, and then interventional guidance. Possible

beneficiaries are Securities Exchange Commission and other stakeholders like

the Ministers of finance and fund managers. The following are the operational

recommendations; the thesis redefines the equation of education into the stock

market development model. Also introducing a composite index of elements of

institutional quality into stock market development model. In the area of policy

formulation, the following are novelty worth noting by policymakers; adoption

of standards and transparent regulatory framework to resolve industrial

disputes, reducing illiteracy rate by increasing school enrolment, and then

broadening investor base to include more of foreigners and incentivizing and

encouraging the middle class to invest. Finally, it contributes to literature in the

following interventional guidance; institutional quality (+), education (+),

money supply (+) and consumer price index (-), each interacting with GDP as

important drivers for stock market development.

Organization of the Study

The rest of this thesis is organized as follows. Chapter two is a snapshort

of emerging economies in relation to macroeconomic variables, institutional

quality elements, and stock market development. Theoretical and empirical

literatures on stock market development are discussed in chapter three. Chapter

four discusses theoretical as well as the empirical models for this thesis. Chapter

5 to 7 discusses the relationship between education, institutional quality and

macroeconomic variables respectively. The final chapter covers conclusions,

summary of findings and recommendations.
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Limitation of Study

This thesis is a well thought out thorough work. Effort is taken to

reduce if not eliminate any limitations but there are still some

shortcomings.

First of all, the research covered the emerging economies.

However, but the selection of these economies was based on the

availability of existent data hence might not represent the case of

emerging economies. It is unavoidable that in this study, certain degree

of subjectivity can be found.

Second, the study is based on proxy literacy with senior high

school enrolment rate. Even though it is the most preferred proxy for

literacy it does not take into consideration informal education which is

also relevant for this thesis. The enrolment rate was also not computed by

the researcher hence it cannot vouch for reliability and accuracy. The

same holds for data on institutional quality. The study compared the data

with other data collected within the same time period of the study. The

same applies to data on institutional quality.

Time is the third limitation. Since this is an academic exercise

which has to be finished within a specified time it was difficult to search

for gaps in my data. To resolve the problem of data gaps our study

extrapolated. These extrapolations may not be the true values hence it can

affect the reliability of the result.
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CHAPTER TWO: STOCK MARKET OF EMERGING COUNTRIES

Introduction

This chapter covers historical information about African stock Market

development and also emerging stock markets at large. Description of emerging

economies in relation to macroeconomic variables and institutional quality

elements are also discussed.

African Capital Markets

There has been a considerable development in the African capital

markets since the early 1990s. Prior to 1989, there were just five stock markets

in sub-Saharan Africa and three in North Africa. Today there are 19 stock

exchanges ranging from starts ups like Uganda and Mozambique stock

exchanges to the Nigeria and Johannesburg stock exchanges. With the

exception of South Africa, most African stock markets doubled their market

capitalization between 1992 and 2002. Total market capitalization for African

markets increased from US$113,423 million to US$ 244,672 million between

1992 and 2002. The rapid development of stock markets in Africa does not

mean that even the most advanced African stock markets are mature. In most of

these stock markets, trading occurs in only a few stocks which account for a

considerable part of the total market capitalization. Beyond these actively traded

shares, there are serious informational and disclosure deficiencies for other

stocks. Further, supervision by regulatory authorities is often far from adequate.

The less developed of the stock markets suffer from a far wider range of such

deficits.
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Indicators of stock market development show that African markets are

small with few listed companies and low market capitalization. Egypt, Nigeria,

South Africa and Zimbabwe are the exceptions with listed companies of 792,

207, 403 and 79 respectively. The average number of listed companies on sub-

Saharan African markets excluding South Africa is 39 compared with 113, with

the inclusion of Egypt and South Africa. Market capitalization as a percentage

of GDP is as low as 1.4 in Uganda. The Johannesburg Securities Exchange in

South Africa has about 90% of the combined market capitalization of the entire

continent. Excluding South Africa and Zimbabwe the average market

capitalization is about 27% of GDP. This is in contrast with other emerging

markets like Malaysia with a capitalization ratio of about 161%. African stock

markets suffer from the problem of low liquidity. Liquidity as measured by the

turnover ratio is as low as 0.02% in Swaziland compared with about 29% in

Mexico. Low liquidity means that it will be harder to support a local market

with its own trading system, market analysis, brokers, and the like because the

business volume would simply be too low. Despite the problems of small size

and low liquidity, African stock markets continue to perform remarkably well

in terms of return on investment. The Ghana Stock Exchange was adjudged the

world's best-performing market at the end of 2004 with a year return of 144^

in US dollar terms compared with 30% return by Morgan Stanley Capital

International Global Index (Databank Group, 2004). Within the continent itself

five other bourses—^Uganda, Kenya, Egypt, Mauritius and Nigeria apart from

Ghana—^were amongst the best performers in the year.
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stock Market Development in Emerging Markets

Emerging markets possess some general characteristics, which

distinguish them from the established developed markets. Commonly emerging

economies demonstrate a relatively high economic growth on average in

comparison to developed markets. Among other economic attributes of

emerging markets is high dependence on a particular industry or sector, which

makes emerging economies vulnerable to adverse macroeconomic movements.

Due to traditional dependence on a particular industry, developing economies

usually demonstrate poor or average level of industrialization, and poorly

developed infrastructure. In most developing countries the market structure is

characterized by an oligopolistic and cartelized banking System (Cho, 1986).

Emerging markets have been growing at phenomenal speed for the last two

decades. Their total market capitalization grew from US$145 billion at the end

of 1980 to US$6,000 billion in 2005 (Brodie-Smith, 2005). For some individual

markets the growth was astonishingly remarkable: between 1980 and 1992

stock market capitalization in Thailand rose by 4,731%, while in South Korea

it rose by 3,829% during the same period (Kassimatis and Spirou, 1999). The

stock market development was also accompanied by the sharp increase in the

number of securities, traded on these stock markets. The phenomenal

development of stock markets in developing countries was backed by good

prospects of economic growth in these countries, reflected in GDP growth. For

instance, the annual average growth of the East Asian countries in the period

1985-2003 was 5.1% and in Latin America 2.9%. In the OECD countries the

annual average real GDP growdi in the same period was 2.6%. Divehi, Drachm

and Stefek (1992) define an emerging market as one which has the following
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characteristics: securities, which are traded in a public market, high economic

growth, being of interest to global institutional investors, and having a reliable

source of data. However, they are also characterized by high dependence on a

particular industry or sector, poor or average level of industrialization and

poorly developed infrastructure. The equity markets development in these

countries can be seen as a result of market liberalization policies, which led to

the opening up of the markets, providing a wider access. An emerging market

is defined by the World Bank as a country with low or lower/upper middle

income based on the estimation of a country's gross national income (GNl).

Economies are divided according 2004 GNI per capita, calculated using the

World Bank Atlas method, as follows: low income - US$825 or less; lower

middle income - US$826-US$3,255; upper middle income - US$3,256-

US$10,065. Another factor, which has contributed to the emerging markets

development, is their increased attractiveness due to perceived potential benefits

in international portfolio diversification by foreign investors. Both of these

factors and more or less steady economic growth have contributed to the rapid

development of the emerging equity markets. However, during the past two

decades emerging markets have also experienced several severe financial and

economic shocks, which have slowed down the economic growth in these

countries, lowered average equity market returns, and increased market

volatility (Bekaert, 1999).

A considerable number of researchers agree with the fact that the

emerging stock markets possess specific characteristics, which are different

from those of the developed markets. Among these characteristics the following

are the most common: high volatility (Bekaert and Harvey, 2003); low
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correlation with developed markets and among the emerging markets (Bekaert

and Harvey, 2003); weak relation to market fundamentals (Hargis, Maloney,

1997), non-normality of the equity returns (Harvey, 1995a;); High volatility;

Non-normality of the equity returns This means that larger stocks, which make

up a huge proportion of the overall market capitalization, dominate these

markets. Divecha, Drach and Stefek (1992) argue that because large stocks

dominate the overall market return, there are not many opportunities for

diversification. Their results also show some anomalies: for instance, Pakistan,

Jordan, Colombia, Nigeria, and Zimbabwe display relatively low risk over the

sample period, which mostly reflect the lack of liquidity in these markets rather

than genuine volatilities. Chuhan (1992) argues that one of the characteristics

of emerging markets is poor liquidity, which stops foreign investors from

investing in those markets. Using the zero return measure as a proxy for

illiquidity, Bekaert, Harvey and Lundblad (2003) found a strong association

between higher illiquidity and higher expected returns. Although they did not

find a great effect of liberalization on the relation between illiquidity and

expected returns, they argue that the effect of illiquidity on expected returns is

larger in the post-liberalization period.

Along with a small number of listed companies and market participants

as the main characteristic of the emerging markets Hargis (2000) mentions the

lack of developed local pension and mutual funds and the limited float of closely

held companies. Hargis (2000) argues that a limited number of companies and

market participants reduce the risk sharing opportunities and liquidity of the

stock market, which inhibits its development. Another major problem in

emerging countries, which is linked to a small number of market participants.
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is a shortage of savings relative to investment needs (Bekaert and Harvey,

2003). Divecha, Drach and Stefek (1992) find that stock returns in the emerging

markets tend to be more homogeneous than in developed markets implying that

unlike the developed markets, which tend to have forces that affect diverse

sectors of the economy differently, the emerging markets tend to have a strong

market-related force that affects all stocks within a market, which accentuates

its volatility. Keane (1993) argues that the emerging equity markets are

characterized by high total risk and low systematic risk. By contrast, Errunza

(1994) describes emerging markets as possessing high domestic systematic risk.

It is argued that a large part of the total risk in emerging markets is constituted

by country risk or political risk, while Keana (1993) insists on the above average

risk in emerging markets.

Descriptive Statistics of Emerging Stock Market Sampled

To understand the economic importance of the stock market in our

sample of 41 countries, the study examines the stock market capitalization ratio.

The choice of countries and times series data for this thesis rests on the

availability of data. Data for this thesis are from Worldwide Governance

indicators. World Development Indicator (WDI) and Global Finance and

Development (GFD). The stock market capitalization ratio is defined as the

value of domestic equities traded on the stock market relative to GDP. As can

be observed from Appendix 1, stock market development indicators exhibit a

considerable variability across countries, according to the stock market

capitalization ratio. The top ten countries in terms of mean stock market

capitalization for the period under review are South Africa, Malaysia, Jamaica,

Jordan, Chile, Zimbabwe, Saudi Arabia, Thailand, Philippines and India in that
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order. The countries with the lowest stock market capitalization are Ecuador,

Slovak Republic, Bangladesh, Paraguay and the least, Uruguay. As can be seen,

stock market development in terms of total value trade as percentage of GDP,

South Africa moved from the first to third position with Saudi Arabia occupying

the first position, from our sample. Stock market capitalization has very little to

do with the size of a country. China, which has the largest economy by far

among these countries, has a smaller average market capitalization than Hong

Kong over the period. South Africa and Taiwan approach China in terms of

stock market capitalization despite vastly smaller population and GDP. Again

even though Nigeria has a larger economy than Ghana, Ghana is ahead of

Nigeria in terms of stock market capitalization as a measure of development of

the capital market.

A National Bureau of Economic Research (NBER) Working Paper in

April 2013 on Financial Development in 205 Economies, 1960 to 2010, has

gathered substantial evidence that financial institutions (such as banks and

insurance companies) and financial markets (including stock markets, bond

markets, and derivative markets) exert a powerful influence on stock market

development, poverty alleviation, and economic stability. Stock market

development has been central to the domestic financial liberalization programs

of most emerging markets. Apart from their role in domestic financial

liberalization, the stock markets have also been very important in recent years

as a major channel for foreign capital flows to emerging economies. Net equity

flows to the emerging markets have grown over the years, providing an

important source of capital for development. The share of foreign direct

investment and portfolio equity in the finance mix of many developing countries
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has grown in recent years. Equity flows accounted for 80 percent of total
external financing to developing nations during 1999-2003, compared with just

60 percent during 1993-98 (Global Development Finance, 2005). Cross-border

capital flows, which include lending, foreign direct investment and purchases

of equity and bonds, rose to a peak of $11.8 trillion in 2007, primarily due to

the aeceleration in interbank lending with a smaller share being the flow of

funds to real economy borrowers. According to a McKinsey Global Institute

(MGl) study, as of 2012, cross-border capital flows had declined by 61 pereent

from the 2007 peak to $4.6 trillion. Most of this reduction was in intra-European

flows, thus raising the share of global capital flows to emerging economies to

32 percent in 2012 ($1.5 trillion) from 5 pereent in 2000. Capital flows out of

developing countries rose to $1.8 trillion in 2012.

Development of stock markets in emerging markets does not imply that

even the most advanced emerging stock markets are mature. Trading occurs m

only a few stocks which account for a considerable part of the total market

capitalization. Beyond these actively traded shares, there are serious

informational and disclosure deficiencies for other stocks. There are serious

weaknesses in the transparency of transactions on these markets. The less

developed of the stock markets suffer from a far wider range of such deficits.

Compared with the highly organized and properly regulated stock market

activity in the US and the UK, most emerging markets do not have such a well-

functioning market. Not only are there inadequate government regulation,

private information gathering and dissemination firms as found in more

developed stock markets are inadequate. Moreover, young firms in emerging

stock markets do not have a long enough track record to form a reputation. As
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a result, one expects share prices in emerging markets to be arbitrary and

volatile (Tirole, 1991). Empirical evidence indicates that share prices in

emerging markets are considerably more volatile than in advanced markets.

Despite this volatility, large corporations have made considerable use of

the stock market. For example, the Indian stock market has more than 8,000

listed firms, one of the highest in the World. Looking at the corporate financing

pattern in emerging markets it was found that contrary to expectation, emerging

market corporations rely heavily on external finance and new equity issues to

finance long term investment, and the stock markets have been successful in

providing considerable funds.

Market liquidity is one of the measures of stock market development.

Market Liquidity is ability for investors to buy and sell shares. The study

measures the activity of the stock market using total value traded as a share of

GDP, which gives the value of stock transactions relative to the size of the

economy. According to the work of Levine and Zervos (1998) this measure is

used to gauge market liquidity. This is because it measures trading relative to

economic activity. Of the 41 countries Pakistan, Saudi Arabia, Bangladesh,

Turkey and India turn out to be countries with liquidity as shown in figure 4

below. The liquidity in these countries was recorded around the late 90's and

the early part of 2000 was the time most of these countries undertook successful

financial liberalization.
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The Consumer Price Index for the emerging economies sampled

for this thesis has been increasing over the period under investigation.

Morocco, Panama, Peru and Tunisia are countries with relatively stable

growth rate of Consumer Price Index. Countries with relatively high

growth rate were Venezuela, Romania, Ghana, Nigeria and Turkey. The

trend for consumer price indices for emerging economies sampled for

this thesis are as shown in figure 5 below.
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Economies with high volatility in their policy rate were

Thailand, Slovenia, South Africa, Malaysia, Slovenia and Panama.

Other countries recorded relatively stable trend for the period under

study.
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The growth rate of total value traded over the period was relatively

stable for all countries with the exception of Saudi Arabia, Turkey, Jordan, and

India. The relatively low growth rate could be attributed to macroeconomic

instability in these countries.
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from other continents. Stock market capitalization a measure of stock market

development had being relatively stable for emerging African economies

sampled for this thesis. The proxy for this measure is stock market capitalization

relative to GDP in percentage terms. South Africa and Zimbabwe are the only

African economies sampled that have stock market capitalization making more

than 50% of their GDP as shown figure 8. All the other African countries

sampled were below 50% of their GDP.
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!  —«—Average Market Capitalization (1996-2011)

Source; WDI & FDI, 2012

Figure 8 Emerging Economies in Africa

The market capitalization of emerging stock markets rose from

$604 billion to $3,074 billion for the period 1990 to 1999. The trend

continued in the 2000 with countries like Malaysia, Jordan, Jamaica,

Chile, Saudi Arabia, Thailand, and Philippines accounting for the rise m

stock market capitalization as portrayed in figure 9 below. In terms of

stock market capitalization most of the economies sampled are making

less than 50% of GDP.
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With the African economies sampled economies with high stock market

capitalization it is only South Africa, Morocco, and Egypt. Botswana with GDP

like South Africa in percentage terms is cited as having low stock market

capitalization and Zimbabwe with high stock market capitalization cited with

low GDP as shown in figure 10 below.
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Figure 10 Emerging Economies in Africa (GDP)

In the case emerging economies outside Africa, countries cited with high

stock market capitalization are cited in figure 11 below with relatively not high

GDP. Slovenia with low stock market capitalization is cited here as the country

with the highest GDP so is Czech Republic.
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Voice and accountability

The dimension of voice and accountability covers those issues of the

degree of citizen participation in government and in the policy making process.

Accountabiiity can be used synonymously with such concepts as responsibility,

answerability, blameworthiness, liability, and other terms associated with the

expectation of account-giving. It may be divided into various types such as

moral, administrative, political, managerial, market, legal, constituency, and

professional accountability (Jabbra and Dwivedi. 1989). To enhance the quality

of this indicator, civil liberties in terms of the freedom of speech, assembly,

demonstration, religion, and equal opportunity should be not only properly and

systematically secured, but also significantly improved. Also the political rights

in terms of free and fair elections, representative legislative, free vote, po '

parties, no dominant group, respects for minorities should appropriately

secured, and the military involvement in politics and the inclusiveness and

patronage practice should not be exercised.
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In order for people's voices to be heard properly and in a timely fashion

into the governing body and be accountable, news media should be able to

publish or broadcast stories of their choosing without fear of censorship or

retaliation. People should not be imprisoned because of their ethnicity, race, or

their political, religious beliefs as well. The transparency of public action in the

economic field and governmental policy such as fiscal, taxation, monetary, and

exchange-rate should be systemized in the governance structure as well as the

fare and competition-based award of public procurement contracts, and

delegation of public service must be in orderly arrangement. Countries with

higher scores of WGl have scores of positive 2.5 while those in lower scores

have under negative 2.5.
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Figure 12 Voice and Accountability Average index (1996-2011)

Figure 12 above shows the mean value voice and accountability for the

various countries sampled for this thesis. From figure 12 slightly about 50 ̂  of

emerging countries sampled have good voice and accountability. Slovenia came

out as the country with good voice and accountability with Saudi Arabia

recorded as the country with worse voice and accountability. For African

countries in the sampled South Africa, Botswana and Ghana came out with good

voice and accountability index.
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Political Stability and Absence of Violence (PV)

This indicator addresses those factors which undermine political

stability such as conflicts of ethnic, religious, and regional nature, violent
actions by underground political organizations, violent social conflicts, and
external public security. Also included are assessments of fractionalization of
the political spectrum and the power of these factions, fractionalization by
language, ethnic or religious groups and the power of these factions and
restrictive measures required to retain power. Societal conflict involving

demonstrations, strikes, and street violence are also considered m this indicator,

as well as the military coup risk. Major insurgency and rebellion, political
terrorism, political assassination, major urban riots, armed conflict, and state of
emergency or martial law are also major determinants of this indicator.

Internal conflict like political violence and its influence on governance

is assessed in this measure and external conflict measure is also employed to

assess both the risk to the incumbent government and to inward investment.

Government stability is measured for the government's ability to carry out its

declared programs, and its ability to stay in office. Ethnic tensions component
measures the degree of tension within a country attributable to racial, national,
or language divisions.

Figure 13 below shows that 34% of emerging countries sampled have
good political stability index with 66% having bad political stability record.

Slovenia and Botswana are the two emerging countries with the highes

recorded of good political stability and Pakistan, Colombia and Nigeria had the

worst record for political stability respectively. Ghana and South Africa also

had bad political stability record.
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Government Effectiveness (GE)

Government effectiveness measures the quality of public services and

policy formulation and implementation, and thus indicates the credibility of the
government's commitment to such policies. Government effectiveness covers

an even wider range of measures such as government citizen relations, quality
of the supply of public goods and services, and capacity of the political
authorities. The negative aspects of this measure include government instability

with significant personnel turnover rate, government ineffectiveness with low
personnel quality, institutional failure which deteriorates government capacity
to cope with national problems as a result of institutional rigidity which affect
stock market performance. It also includes the low level of global e-govemment,
and low quality of bureaucraey with excessive bureaucracy or red tape. Mo
all among others, the quality of bureaucracy plays a critical role in improving

government effectiveness. It is determined by the measures of institutional
strength and quality of the eivil service, and assessed by how much strength a

expertise bureaucrats have and how able they are to manage political
alternations without drastic interruptions in policy changes. The better the
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bureaucracy the quicker decisions are made and the more easily foreign

investors can go about their business.
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Figure 14 Government Effectiveness Average index (1996-2011)

Figure 14 above also show that 46% of emerging countries sampled for

this thesis have positive government effectiveness. Chile and Malaysia have the

highest positive value with Zimbabwe and Nigeria having the highest absolute

negative value.

Regulatory Quality (RQ)

The regulatory quality indicator of WGI defines the capacity for

government to formulate and implement sound policies and regulations that

permit and promote private sector development. It covers the concept of
business start-up formalities set by government, the difference between

government-regulated administrative prices and self-controlled market prices,

the ease of market entry for new firms, and the competition regulation

arrangements between or among businesses. It also includes the issues of export

and import regulations, restrictions on ownership of business and equity by non

residents, unfair competitive practices, price controls, discriminatory tariffs,

excessive protections, government regulations on stock exchange or capital

markets, and foreign investment. A distorted tax system, heavy import barriers.
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Rule of Law (RL)

Different people may have different interpretations about the exact

meaning of rule of law due to the philosophical nature of the term. For example,

in the legal profession, rule of law is an independent, impartial judiciary; the

presumption of innocence; the right to a fair and public trial without undue

delay; a rational and proportionate approach to punishment; a strong and
independent legal profession; strict protection of confidential communications

between lawyer and client; equality of all before the law; these are all

fundamental principles of the Rule of Law (IBA, 2009).

Nevertheless, in Asian traditional and cultural contexts, the rule of law

is a governmental principle that many Asians hesitate to embrace since people

seem to view good governance as rule by leaders who are benevolent and

virtuous. One study indicates that throughout East Asia, only South Korea,

Japan, and Hong Kong have societies that are robustly committed to a law

bound state (Chu, et al., 2008: 31-32), whereas the rule of law in Thailand,

Cambodia, and most of Asia is weak or nonexistent (Thi, 2008). The term 'rule

of law' in WGI defines the extent to which agents have confidence in and abide

by the rules of society, and in particular the quality of contract enforcement,

property rights, the police, and the courts, as well as the likelihood of crime and

violence. To be more specific, it covers such topics as the respect for law in

relations between citizens and the administration, the security of persons and

goods, organized criminal activity, the importance of the informal economy, the

importance of tax evasion in the formal sector, and the importance of customs

evasion. Also the running of the justice system, the security of traditional

property rights and contracts between private agents, the degree of
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governmental respect for contracts, the settlement of economic disputes, and
arrangements for the protection of intellectual property. Not only the
arrangement of system, but also the enforceability of government or private

contracts is considered as well. Also included are direct financial fraud, money

laundering and organized crime, losses and costs of crime, kidnapping of
foreigners, the fairness and speediness of the judicial process,
confiscation/expropriation, nationalization/expropriation, common and

organized crime imposes costs on business, quality of police, the independence

of the judiciary from political influences of members of government, citizens or

firms, the insufficient legal framework to challenge the legality of government

actions, and the degree of the threat that businesses face from crime such as

kidnapping, extortion, street violence, burglary, etc. Of the total sample 44% of

the emerging market countries sampled were tagged with practicing rule of law

whiles the rest had bad records in relation to rule of law as depicted in fig 13

below. Once again Chile and Slovenia were on top whiles Zimbabwe and

Venezuela were at the tale of end of countries with bad record on rule of law.
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Figure 16 Rule of Law Average index (1996-2011)
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Control of Corruption (CC)

The word 'corruption' has many different meanings. The most

frequently used concept among others is the concept of political corruption

which means the abuse of public power, office, or resources by government

officials or employees for personal gain, e.g. by extortion, soliciting or offering

bribes (Chinhamo and Shumba, 2007). More simply put. Transparency

International (TI) defines corruption as "the abuse of entrusted power for private

gain". (Transparency International, 2007). WGI defines corruption as the extent

to which public power is exercised for private gain, including both petty and

grand forms of corruption, as well as capture of the state by elites and private

interests. The control of corruption indicator is decided by the frequency of

corruption, cronyism, government efforts to tackle corruption, and the internal

causes of political risk and mentality including xenophobia, nationalism,

corruption, nepotism, and willingness to compromise. It covers indirect

diversion of funds and losses and costs of corruption. Government efforts to

tackle corruption and public trust in financial honesty of politicians are another

source of the indicator. The frequencies for firms to make extra payments

connected to import/export permits, public utilities, awarding of public

contracts, and getting favourable judicial decisions are measures of WGI as

well. It also measures corruption within the political system, which distorts the

economic and financial environment, reduces the efficiency of government and

business by enabling people to assume positions of power through patronage

rather than ability, and introduces an inherent instability in the political system.

The corruption involvement of elected leaders such as parliamentarians or local
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councilors, judges and magistrates, government officials, border and tax

officials, and other public figures are included in this indicator as well.

26% of emerging countries sampled were tagged as having good record

on control of corruption. Brazil and Tunisia were neutral in relations to whether

good or bad. As Chile, Uruguay, Slovenia and Botswana are ranked high in
terms of good policies to control of corruption; Zimbabwe, Paraguay and

Nigeria were rank high for poor control of corruption as shown in figure 17

below.
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Figure 17 Control of Corruption Average index (1996-2011)

Institutional Quality

This is a composite index computed by row average of component of

institutional quality computed by the researcher. The data used to compute the

composite index is from World Development Indicator (WDI). Figure 18 below

shows how good an emerging economy is term of institutional quality. A value

of 2.5 means very good and negative 2.5 means bad institutional quality. Of the

emerging economies sampled for this thesis 39% of them on the average are

classified as having good institutional quality with the remaining 71% having

bad institutional quality. Out of 39% countries like Chile, Slovenia, Hurgary,
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Czech Republic, Uruguay and Botswana came on the top respectively in relation

to good institutional quality. Zimbabwe, Nigeria, Venezuela, Pakistan and
Bangladesh were also identified as emerging countries with bad institutional
quality as depicted in the diagram below.
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Figure 18 Institutional Quality Average index (1996-2011)

Conclusion

Emerging markets are sought by investors for the prospect of high
returns, as they often experience faster economic growth as measured by GDP.
Investments in emerging markets come with much greater risk due to poht.cal
instability, domestic infrastructure problems, currency volatility and limited
equity opportunities. The stock markets in emerging markets have seen
considerable development since the early 1990s.

Research on emerging equity markets has suggested a number of
empirical regularities: high volatility, low correlations with developed markets
and within the emerging markets, high long-horizon returns, and predictabili y
above and beyond what is found in developed market returns. It is also well-
known that emerging markets are more likely to experience shocks induced by
regulatory changes, exchange rate devaluations, and political crises.
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CHAPTER THREE: REVIEW OF RELATED LITERATURE

Introduction

This chapter covers two main areas. The first part presents the

theoretical literature on education and investment, political institutions and

investment, macroeconomic stability factors and investment and finally stock

volatility and investment. The second part is empirical literature on relationship
between Education, institutional quality, and macroeconomic variables.

Theoretical Literature

Ability of Individuals and Investment

Human capital is one of production elements which can generate added-

values through inputting it. Until the monumental stock market performance of

the 1980's, most of economists had supported the importance of such

quantitative labor force to create products. The other is based on the assumption

that the investment of physical capital may show the same effectiveness with

that of human capital on education and training (Little, 2003). The latter being

more important, human capital expansively includes the meaning of 'human as
creator' who frames knowledge, skills, competency, and experience originated

by continuously connecting between 'self and 'environment'.
Economists in the 1950's discovered that the investment of human

capital is more effective than that of physical capital (Woodhall, 2001).

Throughout the investment of human capital, an individual s acquir

knowledge and skills can easily transfer to certain goods and services (Romer,

1990). Considering that accumulation of knowledge and skills takes charge of

important role for that of human capital, there is a widespread belief that

learning is the core factor to increase the human capital. In other words, learning
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obtained throughout educational activities such as compulsory education,

postsecondary education, and vocational education (De la Fuente & Ciccone,

(2002)). Despite the extension of that concept, this perspective neglects that

human being would acquire knowledge and skills throughout his/her own

experience.

The third is closely linked to the production-oriented perspective of

human capital. Romer (1990) refers to the human capital as 'a fundamental

source of economic productivity'. Rosen (1999) states the human capital as 'an

investment that people make in themselves to increase their productivity'. More

recently, Frank & Bemanke (2007) define that human capital is 'an amalgam of

factors such as education, experience, training, intelligence, energy, work

habits, trustworthiness, and initiative that affect the value of a worker's marginal

product'. Considering the production-oriented perspective, the human capital is

'the stock of skills and knowledge embodied in the ability to perform labor so

as to produce economic value' (Sheffin, 2003). Furthermore, some researchers

define that human capital is 'the knowledge, skills, competencies and attributes

in individuals that facilitate the creation of personal, social and economic well-

being' with the social perspective (Rodriguez & Loomis, 2007).

Consequently, human capital simultaneously includes both of the

instrumental concept to produce certain values and the endogenous meaning

to self-generate it. In order to dependently/independently create these values,

there is no doubt that leaning through education and training can be an important

in terms of defining the concept of human capital. Considering that experience

can be included as a category of knowledge, the human capital is a synonym of

knowledge embedded in individuals.
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It is also believed that an individual is more likely to participate in the

stock market when a higher fraction of individuals in the local community are

stock market investors. In the same vain our study establishes that an individual

is more likely to participate in the stock market when a higher fraction of

individuals in the local community are educated. Guiso, Sapienza, and Zingales

(2004) show that individuals who live or were born in areas with higher levels

of social capital are more likely to invest in stocks.

There is a concern in the literature with what might be called ' social

rates of return that include true social benefits, or externalities. Efforts to make

such estimates are numerous, but the estimates vary widely. The earnings of

educated individuals do not reflect the external benefits that affect society as a

whole but are not captured by the individual. Such benefits are known as

externalities or spillover benefits, since they spill over to other members of the

community. They are often hard to identify and even harder to measure. In the

case of education, some have succeeded in identifying positive externalities but

few have been able to quantify them. If one could include externalities, then

social rates of return may well be higher than private rates of return to education.

A recent review by Venniker (2001) finds that empirical evidence is scarce and

inconclusive, providing some support for human capital externalities, but not

very strong. These studies estimate externalities in the form of individual s

human capital enhancing the productivity of other factors of production through

channels that are not internalized by the individual (similar to Lucas (1988)

theory). As Venniker (2001) states, evidence is not unambiguous. In fact, some

estimates give negative values, while others give very high estimates.
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Conventional Measurement Method of Human Capital

The conventional standard to measure human capital stock has been

largely categorized into three parts: Output, Cost, and Income-based approach.
School enrollment rates, scholastic attainments, adult literacy, and average

years of schooling are the examples of output-based approach.

For the purpose of analyzing relationship between human capital and

stock market performance, some economists attempted to measure the stock of

human capital utilizing 'school enrollment rates' as a proxy of human capital

(Barro, 1991; Barro & Lee, 1993). Throughout calculating the ratio between
individuals of school age and students enrolling in the educational institutions,

the economists show the stock of human capital that each country holds.

However, the method includes a drawback that a student's effectiveness can be

recognized after participating in production activities.

In the perspective of educational attainment, Nehru, Swanson, & Dubey

(1993) attempted to measure relationship between human capital and students'
'accumulated years of schooling' in the employable age as educational

attainment. Assuming that the stock of human capital is the sum of each

individual's years of schooling; it is difficult to clearly demonstrate this

relationship, because educational attainment is a part of regular education.

Besides measuring the stock of human capital with school enrollment

rates and educational attainment, Romer (1990) suggested the ratio between

skilled-adults and total adults to measure the stock of human capital in the

national economy.

Organization for Economic Cooperation and Development (OECD)

utilizes International Adult Literacy Survey (lALS), the ratio between literate
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adults and total adults, to measure the stock of human capital. However, the

method of lALS includes a few drawbacks in that literacy can be slightly related

to labor productivity, and the productivity can be increased by informal/non-

formal learning activities such as personal learning and On-the-Job training.

Finally, Psacharopoulos & Arriagada (1986) suggested the average

years of schooling to measure the stock of human capital. They refer that the

average years of schooling is meaningful to measure the stock of human capital

as a proxy. This suggestion assumes that an individual's productivity is

increased in proportion to his/her average years of schooling; they exemplify

that someone's productivity with completing twelve years of schooling is

twelve times compared to otherwise productivity with doing one years. As

mentioned above, this method includes a drawback that an individual's years of

schooling can be slightly related to his/her productivity.

To measure the Education in this thesis the study utilized the ratio

secondary school enrolment to population. This is believed to cover qualitative

benefits of human capital. This suggests that as the ratio increases the

individual's ability to invest increases thereby increasing the probability of the

stock market performing.

Institutional Quality and Investment

The view that better institutions lead to greater financial development

and better economic performance is powerfully captured by Adam Smith in The

Wealth of Nations. This view receives support from a number of recent

empirical studies, including those by Knack and Keeffer (1995) and Acemoglu,

Johnson and Robinson (2001 and 2002). Smith (1976) relates the differences in

investment rates (hence, the differences in growth rates) to the extent to which
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the 'rule of law' and property rights exist. In all economies where there is

tolerable security, every man of common understanding will endeavour to

employ whatever stock he can command in procuring either present enjoyment

or future profit.

Neo-classical economics has ignored these early insights for a long time

as it strived to explain stock market performance by reference to a technical
production function that includes two factors of production (capital and labour)

and utility functions that depict the levels of utility associated with different

input choices. Once the wider institutional context is assumed away in this
manner, it was relatively straightforward to demonstrate that resource allocation

would be Pareto-optimal if there was perfect competition. In addition, any

Pareto-optimal resource allocation that is technically feasible can be achieved

by establishing free markets. The problem with this institution-free view of the
world has always been that it cannot explain why different non-market

institutions coexist with markets, how market and non-market institutions

interact, and whether different rates of growth performance may be related to

differences in institutional characteristics of national economies.

Another, but potentially more significant, problem with the neo-classical

view is that the reduction of economic activity to a technical production function

is not compatible with their 'background' assumptions concerning the existence

of property rights and conclusion of contracts with a degree of conflden

(Rodrik, 2000). If the existing definition of property rights is not credible due

to the existence of a highly intrusive or excessively weak state, or if contract

enforceability is low due to low judicial quality, the technically-feasible

outcomes may remain socially-unfeasible.
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Moreover, the technical view of economic development is not

compatible with the persistence of the development gap between the least-

developed and developed economies. Given that scarcity leads to higher rates

of return on capital in the least-developed economies, the latter should have

been able to attract capital, increase output and catch up with their developed

counterparts. True, policy failures or perverse policies may inhibit the flow of

foreign capital and the accumulation of domestic capital, leading to slower

growth. Such policy failures, however, beg the following question: why should

such sub-optimal policies persist in under-developed economies? In other

words, why are less developed economies caught in a 'vicious circle' of wrong

policies and low growth whereas developed economies enjoy a 'virtuous circle'

of 'right' policies and high growth rates?

The general preoccupation with mathematically tractable hypotheses

was such that works guided by an institutional perspective remained largely

excluded from mainstream publication outlets. An exception the study could

identify was an article published by Charles Wolf Jr. (1955). That paper he

argued that the absence of the 'right institutions' might be a more significant
determinant of low capital formation compared to the shortage of savings. What

is meant by 'right institutions' is that kind of institutions ... which permit or

stimulate, rather than impede, the adoption of new techniques and the formation

of productive capital'. In other words, institutions may contribute to stock

market performance not only by encouraging the adoption of new technologies,

but also by accelerating the rate at which capital is combined with labour - i.e.,

by increasing the rate of investment. In terms of causation. Wolf Jr. suggests

that institutions stimulate or impede stock market performance rather than the
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other way round. Specifically, institutions affect stock market performance

through their effects on: (i) the economic agents' calculation of costs and

benefits; (ii) the predictability and probability of economic relationships; (iii)

knowledge of economic opportunities; and (iv) motivations and values. This

specification is in line with the 'institutions as rules of the game' approach,

which focuses on how institutions shape the incentive structure faced by

economic actors.

The deficiency of an institutional viewpoint sustained to characterize the

mainstream economics until mid-1980s, when Kormendi and Meguire (1985)

and Scully (1988) came up with two pioneering papers that explored the effect

of institutions on cross-country growth and investment. Rodrik (2000) indicated

that the liberalization reforms of the 1980s and 1990s demonstrated that

economic actors in both developed and developing economies were sensitive to

price signals. Price signals would be conducive to increased national welfare

only if there were institutions ensuring predictable property rights, curbing the
worst forms of corruption and corporate abuse, ameliorating moral hazard

problems, mitigating risks, and managing social or political conflicts.

Institutional quality can be categorized into; Property rights institutions

(norms and rules that confer and guarantee control on the returns to the assets

invested or values produced). Regulatory institutions (correspond to norms,

rules and regulations that can prevent or mitigate market failures and agency

problems) Institutions for macroeconomic stabilization (institutions that could

reduce macroeconomic instability either by minimizing the incidence of policy-

induced macroeconomic volatility or by increasing the resilience of the

economy to adverse external shocks).

52



Institutional quality effect on economic performance can also be

classified into two market-creating effect (capture the extent to which existing

institutions encourage/support the emergence) and growth of markets (where

economic actors can engage in mutually beneficial economic activities).

Linking this to the financial market a growing body of theoretical and

empirical work identifies the ability of a country's institutional quality as one

of the key explanations for the persistent disparity in financial market

development and economic performance across countries.

Indeed, Williamson (1995) has been among the earliest groups of

researchers highlighting the vital role of institutions and good governance in

shaping countries' path of success. Since these breakthroughs, several applied

researchers have investigated into the ways and means institutions or their

functionality could hinder the economic progress of an economy.

Institutional quality is important for stock market development because

efficient and accountable institutions tend broaden appeal and confidence in

equity investment. Equity investment thus becomes gradually more attractive

as political risk is resolved over time. Therefore, the development of good

quality institutions can affect the attractiveness of equity investment and lead to

stock market development. Good institutions quality such as law and order,

democratic accountability, bureaucratic quality are important determinants of

stock market development in Africa because they reduce political risk and

enhance the viability of external finance. Bekaert (1995) provides evidence that

higher levels of political risk are related to higher degrees of market

segmentation and consequently low level of stock market development. Erb et

al (1996a) show that expected returns are related to the magnitude of political
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risk. They find that in both developing and developed countries, the lower the

level of political risk, the lower is required returns. The evidence in the literature

suggests that political risk is a priced factor for which investors are rewarded

and that it strongly affects the local cost of equity, which may have important

implications for stock market development.

The view that better institutions lead to greater financial development

and better economic performance is powerfully captured by Adam Smith in The

Wealth of Nations: Commerce and manufactures can seldom flourish long in

any state which does not enjoy a regular administration of justice, in which

people do not feel themselves secure in the possession of their property, in

which the faith of contracts is not supported by law, and in which the authority

of the state is not supposed to be regularly employed in enforcing the payments

of debts from all those who are able to pay. Commerce and manufactures, in

short, can seldom flourish in any state in which there is not a certain degree of

confidence in the justice of government.

The discovery that relative prices matter a lot, and that therefore neo

classical economic analysis has much to contribute to development policy, led

for a while to what was perhaps an excessive focus on relative prices. Price

reforms were the rallying cry of the reformers of the 1980s, along with

macroeconomic stability and privatization. By the 1990s, the shortcomings of

the focus on price reform were increasingly evident. The encounter between

neo-classical economics and developing societies served to reveal the

institutional underpinnings of market economies. A clearly delineated system

of property rights, a regulatory apparatus curbing the worst forms of fraud, anti

competitive behavior, and moral hazard, a moderately cohesive society
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exhibiting trust and social cooperation, social and political institutions that

mitigate risk and manage social conflicts, the rule of law and clean government-

these are social arrangements that economists usually take for granted, but

which are conspicuous by their absence in poor countries. Hence it became clear

that incentives would not work or generate perverse results in the absence of

adequate institutions. The broader point that markets need to be supported by

non-market institutions in order to perform well took a while to sink in. Three

sets of disparate developments conspired to put institutions squarely on the

agenda of reformers. One of these was the dismal failure in Russia of price

reform and privatization in the absence of a supportive legal, regulatory, and

political apparatus. A second is the lingering dissatisfaction with market-

oriented reforms in Latin America and the growing realization that these

reforms have paid too little attention to mechanisms of social insurance and to

safety nets. The third and most recent is the Asian financial crisis which has

shown that allowing financial liberalization to run ahead of financial regulation

is an invitation to disaster.

The question before policy makers therefore is no longer "do institutions

matter?" but "which institutions matter and how does one acquire them?

Following Lin and Nugent (1995), it is useful to think of institutions broadly as

"a set of humanly devised behavioral rules that govern and shape the

interactions of human beings, in part by helping them to form expectations of

what other people will do.
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Macroeconomic Variables and Stock Market Development

The existing literature provides a number of theories illustrating the link

between stock market behavior and economic activity as proxied by different

macroeconomic variables. Among these theories are the efficient market

hypothesis (EMH) and asset pricing theory.

The basic idea underlying the EMH developed by Fama (1965, 1970) is

that asset prices promptly reflect all available information such that abnormal

profits cannot be produced regardless of the investment strategies utilized.

Formally, the EMH can be explained using the following equation:

n*t =

The left side represents a set of relevant information available to the investors,

at time "t". The right side is the set of information used to price assets, at time

"t". The equivalence of these two sides implies that the EMH is true, and the

market is efficient. Fama (1970) distinguished between three forms of market

efficiency based upon the level of information used by the market: weak form,

semi-strong, and strong form market efficiency.

From an economic standpoint, an efficient stock market will assist with

the efficient allocation of economic resources. For instance, if the shares of a

financially poor company are not priced correctly, new savings will not be used

within the financially poor industry. In the world of the EMH, the level of asset

price fluctuations, or volatility, fairly reflects underlying economic

fundamentals. Along these lines, our study argues that policymaker s

interventions may disrupt the market, and cause it to be inefficient. In the

literature, the three forms of the EMH are usually used as guidelines rather than

strict facts (Fama, 1991). Also, most empirical studies have examined the EMH
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in its weak or semi-strong forms, partly because the strong form is difficult to

measure, and there is a high cost associated with acquiring private information.

The EMH implies that stock market prices fully and rationally

incorporate all relevant information. Thus, past information is useless in

predicting future asset prices. For that reason, only new, relevant information is

used to explain stock market movements (Fama, 1965).

The theory of asset pricing, in general, demonstrates how assets are

priced given the associated risks. The Arbitrage Price Theory (APT) suggested

by Ross (1976) has been an influential form of asset price theory. APT is a

general form of Sharpe's (1964) capital asset price model (CAPM). While the

CAPM suggests that asset prices or expected returns are driven by a single

common factor, the APT advocates that they are driven by multiple

macroeconomic factors. Mathematically APT can be expressed as:

/?j f = "F "F

Where Ri.fthe return of the stock i at time t is, r/ is the risk free interest

rate or the expected return at time t. Xt is a vector of the predetermined

economic factors or the systematic risks while ft measures the sensitivity of the

stock to each economic factor included in the error term, represents

unsystematic risk or the premium for risk associated with assets that cannot be

diversified.

Ross (1976) shows that there is an approximate relationship between the

expected returns and the estimated /? in the first step provided that the no

arbitrage condition is satisfied, i.e., the expected return increases as investors

accept more risk, assuming all assets in the market are priced competitively.
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Interestingly, APT does not specify the type or the number of macroeconomic

factors for researchers to include in their study. For example, although Ross, et

al. (1986) examined the effect of four factors including inflation, gross national

product (GNP), investor confidence, and the shifts in the yield curve, they

suggested that the APT should not be limited to these factors. Therefore, there

is a large body of empirical studies that have included a large number of

different macroeconomic factors, depending on the stock market they studied.

In this study, four macroeconomic and one stock market variable will be

included to examine their effect on stock market capitalization. Also, analysts

face the challenge of identifying factors that play a significant role in explaining

fluctuations of individual stock markets. Even though analysts can predetermine

some economic factors, their selection must be based upon reasonable theory

(Chen et al., 1986).

Asset pricing theory such as the arbitrage price theory (APT), and the

Present Value Model (PVM), illustrates the dynamic relationship between the

stock market and economic activities (Ross, 1976, and Semmler, 2006). In the

last three decades, numerous empirical studies have examined the dynamic

relationships between stock market behavior and economic activity, particularly

for developed stock markets such as the U.S., United Kingdom (UK), Germany,

and Japan; examples of pioneer studies are Fama (1981, 1990), Geske and Roll

(1983), and Chen, Roll, and Ross (1986). Related studies are different in terms

of their hypotheses and the methods used. Several studies investigated the

predictive power of stock returns for real economic activity. These studies stress

the issues of market efficiency, or the existence of the efficient market

hypothesis. A large body of research focuses on the integration of stock markets
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across economies. Other previous studies have examined the short and long run

relationship between stock prices or returns and some macroeconomic and

financial variables such as inflation, interest rate, output, etc. Within this group

of studies, some studies seek to examine local and international economic

factors that affect stock prices or returns, while others examine factors that

determine stock return volatility (Semmler, 2006). Some other explores the role

of monetary policy in responding to or altering the stock market (Sellin, 2001).

Based on the 'intuitive financial theory' (Maysami and Koh, 2000,

Gjerde and Saettem, 1999), our study hypothesize that macroeconomic variables

such as Money Supply M2, inflation and policy rate affect stock market

behavior.

McKinnon-Shaw (1973) criticized the dominant neo-classical monetary

theories and the Keynesian counter arguments. The neo-classical monetary

growth models postulate that high-positive interest rate have a direct impact on

savings and investment. Within this school of thought, money is regarded as a

substitute for physical assets and productive investments. Keynesian

economists on the other hand McKinnon-Shaw argue that low-interest rate

increases investment, income and eventually savings. McKinnon-Shaw (1973)

advances an argument in favor of a complementary relationship between

financial and physical assets as opposed to the substitutability theory by the

neoclassical in a critique of the Keynesian theory. Paddy (1992) contends that

macroeconomic and fiscal environment is one of the building blocks which

determine the success or otherwise of securities market. Conducive

macroeconomic environment promotes the profitability of business which

propels them to a stage where they can access securities for sustained growth.
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much in the same way as interest rate. Agenor (2000) captures these views by

stating that interest rate, high inflation, large fiscal deficits and real exchange

rate over-valuation are often key symptoms of macroeconomic instability which

constraints private sector investment and savings and thereby results in

inefficient allocation of resources on the exchange thereby affecting its

performance.

Empirical Literature

Education and Stock Market Development

The evidence comes from a few studies. The cross-country regressions

take the log of GDP per capita explained by average schooling and additional

control variables. The micro studies refer to individual log wage explained by

individual years of schooling, average years of schooling in a relevant

geographical area, and additional control variables. The social returns equal the

sum of the two schooling coefficients. Heckman and Klenow (1997) estimate

the externality by comparing the schooling coefficient from cross-country

regressions with those from cross-individual regressions. When they take into

account differences in technology, social returns become similar to private

returns. Rauch (1993) looks at the effect of average education on workers'

wages and finds significant externalities. However, average and own education

may be highly correlated. Acemoglu and Angrist (2000) correct for this by using

instrumental variables. A few studies in Africa have focused on estimating

external benefits of education in agriculture using the education of neighboring

farmers. A one year rise in the average secondary schooling of neighboring

farmers is associated with a 4.3 percent rise in output compared to a 2.8 percent

effect of own farmer primary education in Uganda (Appleton and Balihuta
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1996, reported in Appleton 2000). Another study finds 56 percent and 2 percent

figures for Ethiopia, but seems rather too high (Weir 1999, reported in Appleton

2000). The results overall are inconclusive.

A classic study on return to education was provided by Mincer (1974).

He looked at individual earnings as a function of years of education and also

other factors such as age and experience. He found that for white males not

working on farms, an extra year of education raised the earnings of an individual

by about 7%. The introduction of a quadratic effect in schooling and a cross-

product term between education and experience suggested a more complicated

pattern of returns but pointed to the early stages of education being more

valuable than the later stages.

Psacharopoulos (1994) provides an international survey of rates of

return to education. The figures cover seventy-eight countries. They show

returns to secondary education ranging from 42% p.a. in Botswana to only 3.3%

p.a. in the former Yugoslavia and 2% p.a. in Yemen. The largest return for
secondary education was 47.6% p.a. in Zimbabwe, falling to only 2.3% in the

former Yugoslavia. The range for tertiary edueation was somewhat narrower,

between -4.3% p.a. in Zimbabwe and 24% p.a. in Yemen.

Van Rooij et al (2011) also believe that individuals with high financial

literacy are found to be more likely to invest in the stock market because

financial knowledge lowers the costs of gathering and processing information

and reduces barriers to investing in the stock market. A reason for the positive

correlation between literacy and wealth accumulation might be that

knowledgeable individuals take advantage of the equity premium on stock

investments.
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Standard models of portfolio choice typically assume that fully informed

investors make rational asset allocation decisions to maximize lifetime utility.

As noted by Ellison and Fudenberg (1995), however, "economic agents must

often make decisions without knowing the costs and benefits of the possible

choices" and thus often "rely on whatever information they have obtained via

causal word-of-mouth communication."

Mankiw et al (1992) assume that there are two types of labour, educate

and uneducated. They defined the educated labour as the proportion of the

labour force with secondary education. In the work of Maddison (1991) he

established that high levels of GDP per capita are associated with high levels of

Education some thirty years earlier. That is the effect of education on the

economy can be seen after thirty years.

It is believed that an individual is more likely to participate in the stock

market when a higher fraction of individuals in the local community are stock

market investors. In the same vain our study establishes that individual is more

likely to participate in the stock market when a higher fraction of individuals in

the local community are educated. Guiso, Sapienza, and Zingales (2004) show

that individuals who live or were born in areas with higher levels of social

capital are more likely to invest in stocks.

Financial knowledge is believed lowers the costs of gathering and

processing information and reduces barriers to investing in the stock market.

Individuals with high financial literacy are found to be more likely to invest in

the stock market (Van Rooij et al., (2011)). A reason for the positive correlation

between literacy and wealth accumulation might be that knowledgeable

individuals take advantage of the equity premium on stock investments.
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Standard models of portfolio choice typically assume that fully informed

investors make rational asset allocation decisions to maximize lifetime utility.

As noted by Ellison and Fudenberg (1995), however, "economic agents must

often make decisions without knowing the costs and benefits of the possible

choices" and thus often "rely on whatever information they have obtained via

causal word-of-mouth communication."

Institutional Quality and Stock Market Development

The view that better institutions lead to greater financial development

and better economic performance is powerfully captured by Adam Smith in The

Wealth of Nations. This view receives support from a number of recent

empirical studies, including those by Knack and Keeffer (1995), Hall and Jones

(1999), Acemoglu, Johnson and Robinson (2001), and La Porta et al. (1998). In

addition, Rodrik, Subramanian and Trebbi (2002) present evidence that, not

only do high quality institutions contribute to economic development,

institutions are, in fact, the key determinant of economic development. In

particular, once institutions are accounted for, the role of geography and trade

in promoting economic development are negligible.

Gani and Ngassam (2008) examine the links between institutional

factors and stock market development in a sample of eight Asian countries with

developing as well as mature stock markets. The results obtained provide strong

evidence that stock market performance, diffusion of technology, rule of law

and political stability positively aid Asia's stock market expansion. On the other

hand, poor regulatory quality and government effectiveness seem to be working

against Asia's stock market development. The results support the proposition

that institutional quality is an integral part of enhancing the development of
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stock markets in a country hence institutional quality matters for stock market

development.

Analysis of the factors determining stock market performance by

Butkiewicz and Yanikkaya (2004) has found that country-specific

characteristics have important effects on growth performance. Their evidence

suggests that maintenance of institutional variables appear to improve growth

performance. These results are especially relevant for developing nations.

Critics of securities market, however, argue that markets characterized

by weak institutional control mechanisms may jeopardize investor wealth

(Khanna, 2009; La Porta et al., 1998; 1997), more so for foreign investors

(World Bank, 2005) who are likely to dispose their shares at discount prices.

This phenomenon is more pervasive in developing economies because they are

characterized by weak regulatory institutions and poor systems of corporate

governance (Hearn and Piesse, 2010).

Numerous recent studies on transition economies have emphasized the

relevance of law. Judicial efficiency and the regulatory framework. See e.g.

Pistor (1999, 2000), Coffee (1999), Hooper, (2009) and La. Porta et al. (1997,

1999).

Empirical evidence suggests that better legal protection of outside

shareholders is associated with easier access to external funds in the form of

either equity or debt (La. Porta et al. (1997)), higher valuation of listed firms

(La. Porta et al. (2002)), and lower private benefits of control (Zingales, 1994;

Nenova, 1999). Moreover, it has been shown that the enforcement of law and

regulations has much higher explanatory power for the level of equity and credit
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market development than the quality of the law on the books. See Pistor et al.

(2000) and Coffee (1999).

Knack and Keefer (1995) combine the ' institutions as rules of the game'

and 'institutions as governance quality' perspectives. They examine the impact

of two institutional quality indices on economic performance. The index

corresponding to the 'institutions as rules of the game' perspective includes

indicators such as contract enforceability, risk of nationalization, rule of law,

etc. The index corresponding to the 'institutions as governance quality

perspective is based on indicators such as bureaucratic quality, corruption,

bureaucratic delays, etc. The authors report that institutions protecting property

rights are significant predictors of stock market performance.

In a subsequent study. Knack and Keefer (1997a) focus on indicators of

'institutions as rules of the game' - namely on trust and civic cooperation

norms. The authors test for the impact of differences in trust and civic

cooperation norms on investment/GDP ratios and GDP per capita growth. They

find that both trust and civic cooperation are positively associated with per

capita GDP growth rates. The study corrects for endogeneity by using ethnic

cleavage and the number of law students as instrumental variables - i.e., as

institutional proxies that are less likely to be influenced by the level of

development itself. They find out that trust remains a significant predictor of

growth. The authors report similar results for the impact of institutions on

investment/GDP ratios.

In a similar study, Knack and Keefer (1997b) examine the impact of

institutions on a developing economy's ability to catch up with developed

economies. They find that institutional indicators such as rule of law,
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pervasiveness of corruption, the risk of contract repudiation, etc. have

significant effect on a country's ability to catch up. The authors conduct

robustness tests and report that institutional factors remain significant

determinants of convergence.

Kaufmann, D., A. Kraay and P. Zoido-Lopaton, (1999) also adopt an

'institutions as governance quality' perspective. They use six clusters of

institutional quality indicators and examine their effect on development

outcomes that include GDP per head, infant mortality and adult literacy. The

authors report a strong relationship between governance quality and

development outcomes. Their results hold irrespective whether OECD countries

are included in or excluded from the sample.

Ades and di Telia (1996), evaluates the empirical literature on the

connection between corruption and investment. Majority of the work reviewed

leads to two unequivocal conclusions: (i) corruption and judicial system quality

are associated positively; and (ii) higher levels of corruption are associated with

lower investment levels.

Clague et al (1997a) combined institutional indicators that cut across the

two types of institutions - i.e., institutions as rules of the game and institution

as governance quality. Their institutional quality indicator is a composite index

consisting of 5 ICRG variables, 4 BERI variables and a contract intensity

measure defined as contract-intensive money, measured as the ratio of the non-

currency money to the money stock (M2). The authors conduct multivariate

tests and report that all institutional measures have positive and statistically

significant impacts on investment and output growth. Other variables the

authors controlled other relevant variables are initial income levels, human
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capital accumulation, and the relative price of investment goods. The results

remain the same irrespective of whether the sample consists of all countries for

which data is available or only less developed countries.

Rodrik (2000) in his work addressed a different issue that arises both

political economy of policy design and the institutional approach to economic

performance. His findings suggest that some economic performance indicators

are positively related to democracy.

Edison (2003) found that institutions have a statistically significant

influence on economic performance, substantially increasing the level of per

capita GDP. These findings hold whether institutional quality is measured by

broad-based indicators (such as an aggregate of various perceptions of public

sector governance) or by more specific measures (for example, the extent of

property rights protection or application of the rule of law). The findings are

also consistent for all measures of institutions. Given the dominance of

institutional factors in explaining economic performance, is there a role for

policies? The results show that there is.

These results suggest that economic outcomes could be substantially

improved if developing countries strengthened the quality of their institutions.

In other words the results indicate that institutions have a strong and significant

impact on per capita GDP growth. This impact may partly reflect the role of

institutions in enhancing the sustainability of policies. On average, improving

institutional quality by one standard deviation would lead to an increase of 1.4

percentage points in average annual growth in per capita GDP.
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Macroeconomic Variable and Stock Market Development

It is often argued that stock prices are determined by some fundamental

macroeconomic variables such as the interest rate, and the CPl. Fama (1981)

highlights that there exists a significant relationship between stock returns and

other macroeconomic variables; namely inflation, national, output and

industrial production. Stock market-output nexus has also been extensively

studied (Habibullah and Baharumshah, 1996; Habibullah et al, 1999). These

results indicate that there exists a long run relationship between stock returns

and output. The levels of real economic activity. Money Supply M2, will likely

influence stock prices through its impact on corporate profitability in the same

direction. Shiller (1989) argues that changes in stock prices reflect changes in

investor's expectations about future values of certain economic variables that

affect directly the pricing of equities.

The link between Capital market development and interest rate has in

recent time been an issue among researchers (Ologunde, Elumilade and Asaolu

(2006), Anthony Kyereboah-Coleman and Kwame F. Agyire-Tettey (2008)). It

is asserted that the financial structure of a firm, that is, the blend of debt and

equity financing, changes as economies develop. It moves towards equity

financing through the stock market. If the rate of interest paid by banks to

depositors is increased, investors will patronize the banks the more and fewer

investors will invest on the capital market. This will lead to a decrease in capital

investment in the economy. Hence, stock market performance and development

will be lowered, because the allocation of capital resources plays a crucial role

in the determination of the rate of the nation's output.
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Osei (2006) investigates both the long run and the short run associations

between the Ghana stock market and macroeconomic variables. The paper

establishes that there is cointegration between the macroeconomic variables and

Ghana stock market. The results of the short run dynamic analysis and the

evidence of cointegration mean that there are both short run and long run

relationships between the macroeconomic variables and the index. In terms of

Efficient Market Hypothesis (EMH), the study establishes that the Ghana stock

market is information ally inefficient particularly with respect to inflation,

treasury bill rate and world gold price.

Kuwornu and Owusu-Nantwi (2011) examined the relationship between

macroeconomic variables and stock market returns in Ghana using monthly

data. Macroeconomic variables used were Consumer Price Index (as a proxy for

inflation), crude oil price, exchange rate and 91 day Treasury bill rate (as a proxy

for interest rate). Full Information Maximum Likelihood Estimation procedure

was used in establishing the relationship between macroeconomic variables and

stock market returns. The empirical findings reveal that Consumer Price Index

(inflation rate) had a positive significant effect, while exchange rate and
Treasury bill rate had negative significant influence on stock market returns. On

the other hand, crude oil prices do not appear to have any significant effect on

Stock returns.

Eita (2012) investigates the macroeconomic determinants of stock

market prices in Namibia. Using VECM econometric methodology revealed

that Namibian stock market prices are chiefly determined by economic activity,

interest rates, Consumer Price Index and Money Supply. An increase in

economic activity and the Money Supply increases stock market prices, while
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increases in inflation and interest rates decrease stock prices. The results suggest

that equities are not a hedge against inflation in Namibia, and contractionary

monetary policy generally depresses stock prices.

Fama (1981) argues that expected inflation is negatively correlated with

anticipated real activity, which in turn is positively related to returns on the

stock market. Therefore, stock market returns should be negatively correlated

with expected inflation, which is often proxied by the short-term interest rate.

Kaul (1990) studied the relationship between expected inflation and the stock

market, which, according to the proxy hypothesis of Fama (1981) should be

negatively related since expected inflation is negatively correlated with

anticipated real activity, which in turn is positively related to returns on the

Stock market.

Spyrou (2001) also studied the relationship between inflation and stock

returns but for the emerging economy of Greece. Consistent with Kaul (1990)

results, Spyrou (2001) found that inflation and stock returns are negatively

related, but only up to 1995 after which the relationship became insignificant.

Kyereboah-Coleman and Agyire-Tettey (2008) used cointegration and

the error correction model techniques to show how macroeconomic indicators

affect the performance of stock markets by using the Ghana Stock Exchange as

a case study. The findings of the study reveal that lending rates from deposit

money banks have an adverse effect on stock market performance and

particularly serve as major hindrance to business growth in Ghana. Again, while

inflation rate is found to have a negative effect on stock market performance,

the results indicate that it takes time for this to take effect due to the presence of
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a lag period; and that investor's benefit from exchange-rate losses as a result of

domestic currency depreciation.

Chow et al (1993) using monthly data for the period 1977-1989 found

no relationship for monthly excess stock returns and real exchange rate returns.

When repeating the exercise, however, with longer than six months horizons

they found a positive relationship between a strong dollar and stock returns.

Stock Market Determinants

Many African Countries have invested in developing domestic capital

markets as institutions for mobilizing external capital inflow and domestic

savings. The development of domestic capital market provides opportunity for

greater funds mobilization, improved efficiency in resource allocation and

provision of relevant information for investment appraisal (Black, 1988). In the

view of Osaze (1985) the activity in every stock exchange is often an indicator

of economic performance and is measured by the movement and behavior of

stock prices. Wai and Patrick (1973) argue that capital markets have generally

not contributed positively to the economic development of those countries that

created the markets. However, Arowolo (1971), contends that capital market do

contribute to economic development. There are certain key indicators of capital

market development which are generally accepted in literature. These,

according to the International Finance Corporation (IFC) (1991), are the

Standard quantitative indicators of stock market development: Net increase in

Market capitalization, Number of listed companies and Trading of shares in

value terms.

Based on the foregoing, the simple indicators of capital market

development are increased breadth as measured by new listing; increased size
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as measured by market capitalization and new issues; increased liquidity as

measured by value of traded securities; and increase activity as measured by All

Share Index.

Our study can also determine stock market development by looking at

the level of shareholder protection in publicly traded companies as stipulated in

securities or company laws (Shleifer and Vishny 1997) but the study

concentrated stock market capitalization. Stock market development is more

likely in countries with strong shareholder protection because investors do not

fear expropriation as much. In addition, ownership in such markets can be

relatively dispersed, which provides liquidity to the market, (La Porta et al
1999) provide evidence for the importance of minority rights protection by

using (De Santis and Imrohoroglu, 1997) report that emerging financial markets

exhibits a conditional probability of large price changes than developed stock

markets.

(La Porta et al 1997) find that countries with lower quality of legal rules

and law enforcement have smaller and narrower capital markets and that the

listed firms on their stock markets are characterized by more concentrated

ownership. (Demirguc-Kunt and Maksimovic, 1998) show that firms in

countries with high ratings for the effectiveness of their legal systems are able

to grow faster by relying more on external finance.
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Gaps in Research

After reviewing literature, our study found that there is lack of consistent

methodological rigor and standard statistical control for the conduct of the study

on the effect of macroeconomic variables on stock market performance. The

application of different methodologies in the analysis of macroeconomic

variables has been mainly the use of econometric models such as the GMM,

Fixed and Random effects, VECM, and APIs. The use of multiple regression

analysis has been very minimal and virtually absent in emerging markets. The

case of emerging markets is even more unique considering that various

methodologies have used econometric models instead of a multiple regression

approach which this dissertation seeks to address. The study is expected to fill

the gap in the current related literature and will make significant differences in

the response of the emerging stock markets performance to change in

macroeconomic variables such as inflation, exchange rate, and Money Supply

and GDP using panel data. Advanced economies have evidence of studies in

relation to macroeconomic indicators and intuitional quality (e.g., Fama and

French 1989; Jensen, Mercer, and Johnson 1996), but there is no established

evidence of whether these indicators strongly suggests an absolute impact on

stock market performance. The case of emerging stock markets is also

inconclusive. The study also established that there are fewer studies that

examine effect of institutional quality and education on stock market

performance in emerging market. In the light of these gaps, the study explored

the relationship between macroeconomic indicators, institutional quality and

education on stock market performance in emerging stock markets.

74



Conclusion

The empirical finds reveal that there is a significant relationship between

stock market returns and macroeconomic variables and institutional quality. The

study concludes that education raises the growth rate by countries and hence the

performance of stock markets. The rate of catch-up depends positively on the

number of years of education, reflecting the view that a high level of education

makes it easier to absorb best-practice technology. It is also established that

there is a strong relationship between volatility and market performance and

that trading volume can be a proxy for information flow for individual stocks,

but not for the market indices. The reason for this is asynchronous information

arrivals for each firm listed in the index.

Empirical literatures by different authors also reveal that some authors have

established a positive relationship between various macro-economic variables and

stock market performance, while others have established otherwise. Studies

conducted both locally made different conclusions. While some authors established

a weak relationship, others found a strong relationship. Yet again, some authors

established relationships only in the long-run, while others established long-run and

short-run relationship.
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CHAPTER FOUR; RESEARCH METHODS

Introduction

This chapter discusses the methodology used to conduct the study. The

chapter explains the methods to be used to collect secondary data necessary for

the study. The chapter discusses the research design used, the target population

and data collection methods. Data analysis has also been discussed in detail with

the researcher explaining the model and statistical tools that will be used to

analyse the data. Accordingly, the data were obtained from Worldwide

Governance indicators (WGI), World Development Indicators (WDI),

Statistical Bulletin and other relevant publications. The data collected are for

the period 1996 to 2011 using panel data of 41 countries. The approach taken in

this thesis is to model the impact of educational, macroeconomic and

institutional factors on stock market development in emerging markets.

Theoretical Framework

In formulating a theory of investment behavior based on the neoclassical

theory of optimal capital accumulation, a great number of alternative versions

of the theory could be considered. Reduced to its barest essentials, the theory

requires only that capital accumulation be based on the objective of maximizing

the utility of a stream of consumption. This basic assumption may be combined

with any number of technological possibilities for production and economic

possibilities for transformation of the results of production into a stream of

consumption. In selecting among alternative formulations, a subsidiary

objective must be borne in mind. The resulting theory of capital accumulation

must include the principal econometric models of investment behavior as
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specializations, but the theory need not encompass possibilities for the

explanation of investment behavior not employed in econometric work.

The essentials of a theory of optimal capital accumulation that meets this

basic objective are the following: The firm maximizes the utility of a

consumption stream subject to a production function relating the flow of output

to flows of labor and capital services. The firm supplies capital services to itself

through the acquisition of investment goods; the rate of change in the flow of

capital services is proportional to the rate of acquisition of investment goods

less the rate of replacement of previously acquired investment goods. The

results of the productive process are transformed into a stream of consumption

under a fixed set of prices for output, labor services, investment goods, and

consumption goods. These prices may be considered as current or "spot" prices

together with forward prices for each commodity or, alternatively, as current

and future prices together with a normalization factor, which may be identified

with current and future values of the rate of time discount or interest rate. Both

current and forward prices are taken as fixed by the firm. Alternatively, current

and future prices together with current and future values of the rate of interest

are taken as fixed. Under these conditions, the problem of maximizing utility

may be solved in two stages. First, a production plan may be chosen so as to

maximize the present value of the productive enterprise. Secondly, consumption

is allocated over time so as to maximize utility subject to the present value of

the firm.
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In human capital theory education is an investment of eurrent resources

in exchange for future returns. The benchmark model for the development of

empirical estimation of the returns to education is the key relationship derived

by Mincer (1974).

The view that better secondary school education lead to greater financial

development and better economic performance is powerfully captured by Adam

Smith in The Wealth of Nations where he say that abundance or scantiness

supply, seems to depend on more skills, dexterity and judgment with which its

labour is generally applied. This view receives support from a number of

empirical studies, including those by Martin (1995) demonstrate the positive

relationship between education and stock market performance. Secondary

school education does not only contribute to economic development, but in fact,

a key determinant of economic development. In particular, once secondary

school education is accounted for, the role of geography and trade in promoting

economic development are negligible. The fundamental identification issue

here is that current secondary school education is likely to be endogenous,

because rich countries can afford good education.

Having identified an appropriate instrument, this thesis regress country

level measures of economic or financial performance on secondary school

education, appropriately instrumented. Since our study is concerned about stock

markets performance of emerging country our unit of analysis is stock markets

of emerging countries under consideration in this thesis. Our approach

complements the existing literature and also offers some additional insights into

how the secondary school education effects investment decisions. The study

addresses the endogeneity issue by examining individual country level data. A
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panel data of 41 countries were used to test the hypothesis. Our model builds on

work by Gary S. Becker (1964), Mincer (1974), Sherwin Rosen (1976) and

Calderon-Rossell (1990).

Theoretical Models

Individual's Ability to Invest and Investment

The importance of knowledge as an input in the economy is discussed

already by Adam Smith in his Wealth of Nations (1776). The acquisition of

knowledge by education was by Smith assumed to be regulated by the same

mechanisms as the accumulation of material capital.

Several fundamental concepts lie at the root of saving and investment

decisions. Three such concepts are: (i) numeracy and capacity to do calculations

related to interest rates, such as compound interest; (ii) understanding of

inflation; and (iii) understanding of risk diversification. Translating these into

easily measured financial literacy metrics is difficult, but Lusardi and Mitchell

(2008, 201 la, 201 Ic) have designed a standard set of questions around these

ideas and implemented them in numerous surveys in the United States and

abroad. Four principles informed the design of these questions. The first is

Simplicity: the questions should measure knowledge of the building blocks

fundamental to decision making in an intertemporal setting. The second is

Relevance: the questions should relate to concepts pertinent to peoples day to

day financial decisions over the life cycle; moreover, they must capture general,

rather than context-specific, ideas. Third is Brevity: the number of questions

must be kept short to secure widespread adoption; and fourth is Capacity to

differentiate, meaning that questions should differentiate financial knowledge

to permit comparisons across people.
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Accordingly, it is important to understand knowledge of the stock

market, as well as differentiate between levels of financial knowledge.

Naturally, any given set of financial literacy measures can only proxy for what

individuals need to know to optimize behavior in intertemporal models of

financial decision making. Moreover, measurement error is a concern, as well

as the possibility that answers might not measure "true" financial knowledge.

These issues have implications for empirical work on financial literacy.

Theories of firm behavior almost invariably ignore the effect of

productive process itself on worker productivity, formally incorporate into

economic analysis. Many workers increase their productivity by learning new

skills and perfecting old ones while on the job. On the Job training raises future

productivity but it must be noted that future productivity can be improved only

at a cost since this cost could have been used to produce current output if they

were not used in raising future output. Included in the cost is a value place on

the time and effort of trainees, the teaching provided by others, and the

equipment and materials used. By implication the amount spent and the duration

of the training period depends partly on the type of training.

Each employee is assumed to be hired for specified time period, and the

moment both product and labour markets are assumed to perfectly competitive.

If there were no on-the-job training, wage rates would be independent of its

actions. A profit maximizing firm would be in equilibrium when marginal

products equaled wages. In symbols

MP = W (1)

Where W = wages or expenditures

MP= marginal product or receipts.
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Firms would not worry too much about the relation between labour

conditions in the present and future partly because workers were only hired for

one period, and partly because wages and marginal products in the future

periods would be independent of a firm's current behavior. It can therefore be

assumed that workers have unique marginal products and wages in each period,

which are respectively the maximum productivity in all possible uses and the

market wage rate. Equilibrium condition would be the set

MPt = Wt (2)

Where t refers to the t* period. The equilibrium condition depends only on the

flows during that period. These conditions are altered when account is taken of

on the job training and the connection thereby created between present and

future receipts and expenditures. The set of equilibrium conditions summarized

in equation (2) would be replaced by equality between the present values of

receipts and expenditures. If Et and Rt represent expenditures and receipts

during period t, and i the market discount rate, then the equilibrium condition

can be written as

n-l _ n_^l
V  _y h— (3)

Where n represents the number of periods, and Rt and Et depend on all other

receipts and expenditures. This is generalization of equation (2). If training were

given only during the initial period, expenditures during the initial period would

equal wages plus the outlay of training, expenditures during other periods wo

equal wages alone, and receipts during all periods would equal marginal

products. Equation (3) becomes
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n-1

Where k measures the outlay on training, if a new term is defined,

n-lG-yMPt-W. )
t=l

Equation (4) can be written as

MPo + G = Wo + k (6)

Since the term k measures the actual outlay on training it does not

entirely measures training costs. Excluded is the time that a person spends on

this training, time that could have been used to produce current output. The

difference between what could have been produced MP't and what is produce

MPo is the opportunity cost of the time spent in training. If C is defined as the

sum if opportunity costs and outlays on training, equation (6) becomes

MP'o + G = Wo + C (7)

The term G is the excess of future receipts over future outlays, is a

measure of the return to the firm from providing training; and therefor, the

difference between G and C measures the difference between the return from,

and the cost of training. Equation (7) shows that marginal product would equal

wages in the initial period only when the return equals costs, or G=C; it would
be greater or less than wages as the return was smaller or greater than costs.

Firms would provide general training only if they did not have to pay

any of the costs. Persons receiving general training would be willing to pay this
cost since training raises their future wages hence the cost as well as the return

from general training would be borne by trainees, not by firms.
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Since wages and marginal products are raised by the same amount, MPt

must equal Wt for all t=l, n-l, and therefore
n-l

(8)
Li (l + i)'
t=l

Equation (7) is reduce to

MP'o = Wo + C (9)

Or

Wo = MP'o - C (10)

In terms of actual marginal products

MPo = Wo + k (9')

Or

Wo = MPo - k (IC)

According to equation (5) and (7) the equilibrium of a firm providing

training in competitive markets can be written as

mp'o + g = 2j1vh7" °
t=l

Where C is the cost of training given only in the initial period, MP'o is

the opportunity marginal product of trainees. Wo is the wage paid to trainees

and Wt and MPt are the wage and marginal product in period t.

Since MP'o measures the marginal product elsewhere and Wo would

measure the wage elsewhere of trainees, MP'o = Wo- As a consequence G = C,

or in full equilibrium, the return from training equals costs.

It must be noted that the equality between wages and marginal product

in the initial period involves opportunity, not actual marginal product. The next

point is that even if wages equaled marginal product initially, they would be less
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in the future because the differences between future marginal products and

wages constitute the return to training and are collected by the firm.

If G is the present value of the return from training collected by firms,

the fundamental equation is

MP' + G = W + C (12)

If G' measures the return collected by employees, the total return G ,

would be the sum of 0 and G'. In full equilibrium the total return would equal

total costs, or G" = C. Let "a" represent the fraction of the total return collected

by firms. Since G = aG " and G " = C, equation (12) can be written as
MP' + aC = W + C (13)

Or

W = MP' - (1 - a)C (14)

Employees pay the same fraction of costs, (1 - a) as they collect in

return, which generalizes the results obtained earlier. For if training were

completely general, a = 0, and equation (14) reduces to equation (10); if firms
collected all the return from training, a = 1, and equation (14) reduces to

MP'o = Wo; if 0 < a < 1, none of the earlier equations are satisfactory.
In this thesis G is the measure of ability of individual to invest. This is so

because returns correlate positively with ability of individual to invest (E).

Institutional Quality and Investment

Institutions have two aggregate effects on stock market performance; a

market-creating effect and a market-deepening effect. The market-creating

effect captures the extent to which existing institutions encourage/support the

emergence and growth of markets where economic actors can engage

mutually beneficial economic activities. The higher the institutional quality is,
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the lower are the transaction costs, the higher are the transaction volumes, and

the higher is the probability that economic actors will extend their activities into

new areas or sectors. The overall result is an expansion in the set of mutually

beneficial economic activities and an increase in stock market performance.

This result is underpinned by institutional quality that encourages

trust/cooperation, higher levels of contracting, and provides incentives for

investment in human as well as physical capital.

The market-deepening effect, on the other hand, refers to increased

efficiency of the existing markets in which economic actors interact and

conclude mutually-beneficial contracts. This effect is felt as a result of improved

public and private governance quality, which enables economic actors to secure

higher overall returns on a given volume of contracting. In other words, quality

institutions lead to higher levels of governance quality that is conducive to; (i)

reduced risks of coordination failures and agency problems; (11) lower incidence

of externalities and market failures; and (ill) improved policy credibility and

reduced macroeconomic volatility.

As the quality of governance-supporting institutions increases,

economies will be less likely to suffer welfare losses that arise from resource

misallocation and distortions.

This literature suggests that it is possible to associate the two effects of

the institutions with two institutional types. Type I corresponds to institutions

covered by the 'rules of the game' and the 'cooperation-supporting institutions'

definitions introduced above. Type I institutions include the institutions of

property rights' and 'conflict resolution institutions suggested by Rodrik

(2000). The quality of Type I institutions can be measured by the quality of the
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following indicators: rule of law, contract enforceability, risk of expropriation,

power and accountability, judicial competence and impartiality, and trust. Type

II institutions, on the other hand, correspond to 'institutions as governance

structures' definition and include the remaining 2 categories suggested by

Rodrik (2000): regulatory institutions and stabilization institutions. The quality

of Type II institutions can be measured by the quality of the following
indicators: bureaucratic/government efficiency, policy predictability, company

law and corporate governance regimes, and transparency/accountability.

To be able to visualize the impact of institutional quality on cross

country differences in stock market performance over time, the study proposes

a diagrammatical model depicted in Figure 19 below. Our model is based on

standard assumptions in economics - namely that economic actors are rational

and try to maximize utility under certain constraints. The information available

to economic actors may not be perfect, but the actors will take account of the

existing information and respond to new information that becomes available. In

the model, the quality of institutions and institutional change are considered as

information signals to which the utility-maximizing economic actors respond m

a rational way. The study conceptualize the impact of Type I institutions on

stock market performance as a 'market creating effect'. In other words. Type I

institutions encourage better stock market performance by creating new

incentives for contracting between economic actors who seek to exploit

mutually beneficial economic opportunities. The market-creating effect can be

traced over three stages. In stage I, Type I institutions delineate the society's

incentive and sanction framework. In other words, they provide information

about the range of actions that are encouraged or discouraged, and the likely
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rewards or costs associated with such actions. In stage 2, the information about

incentives and sanctions delineates the level of contract intensity, the level of

trust, the incidence of economic/political conflict, and the level of incentives for

investment in physical and human capital. Finally, in stage 3, contract and

investment intensity affects stock market performance, which can be measured

as GDP growth rates and/or GDP per capita levels.

Type I
Institution,

Institutions as

'rules of the game'

Quality of
institutions

IMPACT ON

Type II
Institutions

Institutions as

'governance

quality'

Incentive / sanction
structures

FEEDBACK

EFFECT

IMPACT ON

Public policy and
corporate behaviour

IMPACT ON

• Trust / cooperation

• Contract intensity

• Capital investment

• Investment in human capital

1

IMPACT ON

Coordination

Regulation

Stability

Conflict resolution

Market-creating

effect on
Stock Market

Performance
Market-deepening

effect on

Source: Mehmet Ugur (2010) modified by researcher
Figure 19 Model of Institutions and Stock market performance

The effect of Type II institutions, on the other hand, is conceptualized

as a 'market-deepening effect'. Put differently, better Type II institutions enable

economic actors to secure higher returns on their economic activities - either

because of the predictability of the governance frameworks or because of the

limits they impose on collectively sub-optimal courses of action. Again, the

market deepening effect can be examined in three stages. In stage 1, governance
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quality affects the quality of public policy, including its regulatory and

stabilization dimensions. In stage 2, public and private governance quality

affects the quality of the regulatory frameworks and corporate governance

regimes within which economic actors interact with each other. While the

quality of the public policy reduces policy-induced uncertainties and risks, the

quality of the regulatory frameworks reduces the risks associated with agency

problems, coordination failures, and rent-seeking. Finally, in stage 3, the quality

of regulation, coordination, and governance affects stock market performance.

Although the distinction between 'market-creating' and 'market-

deepening' effects is a useful analytical construct, our study must indicate that

the two effects are not mutually exclusive. In other words, our study can be

expected to have both market creation and market enhancement effects within

each of the channels in the model above. However, our study should also

indicate that Type I institutions (the left-hand channel) tend to generate

predominantly market-creating effects whereas Type II institutions (the right-

hand channel) tend to generate predominantly market-deepening effects. This is

because Type I institutions tend to delineate the incentive structure faced by

economic actors, whereas Type II institutions tend to determine the efficiency

with which the contracts for employment, supply or credit are implemented.

Yet this distinction becomes less relevant when aggregate measures of

institutional quality are used for estimation purposes.

The third point to be made about the proposed model is that stock market

performance has feedback effects on institutional quality. As the study portray

in the discussion of empirical findings, the feedback effect can occur for two

reasons. On the one hand, higher levels of stock market performance enable
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societies to afford the development and implementation costs associated with

new institutions. To the extent that this is the case, stock market performance

would have a direct feedback effect on institutional quality. On the other hand,

stock market performance is likely to have an indirect (or perception) effect on

institutional quality because of the way in which institutional quality data is

collected. Institutional quality data is usually collected via surveys of economic

actors, whose perceptions of existing institutions are likely to be influenced by

how well the economy is performing at a given time. The proposed model

suggests that the study should isolate the direct and indirect feedback effects

when our study examine the impact of institutions on stock market performance

over time. As observed in the cross-country empirical studies, the feedback

effect (i.e., the endogeneity problem) can be tackled by the use of appropriate

instruments or proxies that are less likely to be influenced by stock market

performance. In time series analysis, such instrumentation can be introduced by

taking lagged values of the institutional quality indicators.

Institutional Quality can act as an effective deterrent against host

government interference with investments, thereby deterrence value embedding

in the project investment insurance. In addition. Institutional Quality provides

leverage value to the project; equivalently it is able to facilitate the assembly of

project financing. For example, the tenors provided by the Institutional Quality

enables the lenders to extend the terms of their loans and improve the project's

amortization, in which long-term debt financing is often critical to the project's

continuation. Weak institutional quality is the exposure of investors risk as a

result of politically and socially generated change.
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The investor is the party to make decision on which country/region to

invest, d/is a variable measuring the institutional quality of the invested country.

When d increases, the risk of investment increases. There are several possible

measurements for d In this empirical chapter the extremity of the institutional

quality indicator range is approximately -2.5 and 2.5 with lower values

representative of poorer institutional quality scores.

The study employed utility theory to derive the equilibrium which

maximizes the investor's expected utility by modifying West (1996) model.

Let P be the premium for strong institutional quality, L the loss for weak

institutional quality, n the probability that a loss event happens, C the

compensation for the loss event, r is the expected return on investment the

investor makes. The expected utility of the investor is the following:

= 7r(d). V[W + /(d).r(d) - P(7r(d). C(d)) - L(d) + C(d)]

+ (l -7r(d))/;[l4^ + /(d).r(d) -P(7r(d),C(d))] (15)

subject io C <L, and C is subject to policy maximization. When C = L, the

investor is assure of strong institutional quality. W - I is the wealth that the

investor retains, I is the amount of the wealth invested in the country with strong

institutional quality d. At the end of the period, if weak institutional quality is

assured and no loss occurs, the wealth of the firm is (W -1)+1 *(1 + r) = W + I

* r And, V (W) >U{W) . Otherwise, the investor would not invest in country.

There are some conditions from the model:

.  dP dP dP
P(,r(d),C(d))^->0.->0,->0 (16)

r(d) =» £ > 0 (17)

Since weak institutional quality affects the probability of loss and strong

dTV

institutional quality affects the amount of loss, then — > 0, is the inverse of
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weak institutional quality and — > 0 is the inverse of strong institutional

quality. As a result, through the creation of the institutional quality index d, the

model implicitly takes into account the effect of institutional quality.

The investor achieves the utility maximization by determining which

country to invest given that countries' institutional quality. For simplification,

let L = k * I and C = f*i = k*f*I where k is constant and / is

institutional quality coverage which depends on d Both k and/should be less

than or equal to one. Therefore, the simplified model is

= n(.d).U{W + Iid).[rid) - k(l - f)] - P(nid),lid))] + - nid))U[W +
/(d).r(d)-P(7r(d),/(d))] (17)

dP dP dPP{nid),Kd})^~>0.->0.->0 (18)

/(d)=»^>0 (19)

Let 0 state be the no loss state and 1 be loss state. With respect to the institutional

quality of invested country, d, the investment amount, /, the minimum required

return on the investment given the existence of institutional quality, r, and/ the

investors can achieve the utility maximization using the following first order

conditions.

ai/ r . s - 1 / . 5P , 3P A^  - l/o) + (/-r + /.r - —tt - —; -
+ n.Ot.k{l(J-l) + lf] = 0 (20)

d^P d^P d^P d^r

The study also assume that^ > 0, — > 0, — > 0 and— > 0. This implies

that the variance of investment return increases as the risk of institutional quality

of the country increases.

.  , r ^ if dP dP. dP
=> niUi - "o) + ~

= n. Oi-1 Ir + Ir + k{lf + //)] + (1 - n)Oo{ir + If
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The first and the second terms in the left hand side of Equation (21) are

the cost of inverse weak institutional quality and the one of inverse strong

institutional quality, respectively. This equation shows that the marginal cost

from decreasing utility due to increasing d should be equal to the marginal gam

from decreasing the probability of loss.
()P ( dP\^  - k + Wl -57] + d - °

dP nOAr-k + kn + (l-n)Oor (-k + kf)
dl ~ "Oi + (1 - t)()o + (1 - ir)Oo

The price of institutional quality should go up as the investment amount

increases. From Equation (22), it is expected to get the lower bound of the

expected rate of return:

(23)
nOi + (1 — ti)Oq

As mentioned earlier, the firm views investment as a project and

evaluate the expected return corresponding to the hurdle rate to determine

whether the project should be taken; the minimum expected return on the project

(overseas investment) has to satisfy Equation (23) so that the value of

can be viewed as the hurdle rate embedded in the project with which
TTl/i+(1-^)^0

the expected returns are compared. In addition, increasing/ the investor would
equire less expected rate of return. As long as the expected rate of return is

than zero, investor will go for this investment opportunity when

countries have strong Institutional quality.
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Macroeconomic variables and Investment

One way of linking macroeconomics variables and stock market returns

is through arbitrage pricing (APT) (Ross, 1976), where multiple risk factors can

explain asset returns. The q approach to the transmission mechanism increases

the macroeconomic significance of stock markets which now take on an

important role in managing the process of capital accumulation. Early empirical
studies on APT focused on individual security returns (for selection of relevant

studies see Fama, 1981, 1990; Fama and French, 1989; Schwert, 1990; Ferson

and Harvey, 1991; and Black, Fraser, MacDonaid, 1997). It is also used in an
aggregate stock market framework, where a change in a given macroeconomic
variable could be seen as reflecting a change in an underlying systemic risk

factor influencing future returns. Most of the empirical studies on APT theory,

linking the state of the macro-economy to stock market returns, are
characterized by modeling a short run relationship between macroeconomic

variables and the stock price in terms of first difference, assuming trend
stationarity (Andrew and Peter, 2007).

Portfolio optimization problems under partial information are becoming

more and more popular, also because of their practical interest. They have been

studied using both major portfolio optimization methodologies, namely

Dynamic Programming (DP) and the "Martingale Method"(MM). While DP has

a longer tradition in general, also MM has been applied already since some time

for the cases when the drift/appreciation rate in a diffusion-type market model
supposed to be an unknown constant, a hidden finite-state Markov process,

r a linear-Gaussian factor process. Along this line are the papers Lakner, P.,

(1995 and 1995 and, more recently Sass, J. and Haussmann, U.G., (2004). The
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study considers the portfolio maximization problem under a hidden Markov

setting, where the coefficients of the security prices are nonlinearly dependent

on economic factors that evolve as a k-state Markov chain.

Let us consider a market model with N + 1 securities (5t°, 5t) =

^^0 ̂ 1^ ,Sty, where S* stands for the transpose of the matrix S, and an

economic factor process Xt (GDP, Consumer Price Index and Money Supply)

which is supposed to be finite state Markov chain taking its values in the set of

the unit vector E = [e^ ez. ^k) in The share price S? is assumed to satisfy

the ordinary differential equation:

dS? = rit,St)S?dt, SS=S' (24)

Where r(t, S) is a nonnegative, bounded and locally Lipschitz continuous

function in 5 £ R+ — a:' > 0, i = 1, 2,... W}. The other

security prices i = 1.2..N.are assumed to be governed by the following

stochastic differential equations:

dSi = + Y,'t=ibi(.t.s)dW/]. (25)

5o = sS i = l,

where (t,X,S) and bj (t,S) are bounded and, for each t and X, locally

Lipschitz continuous functions in S, b is uniformly non degenerate, i.e.

z*bb*z > c|z|^, Vz G R^,Sc > 0 and Wt = is an N - dimensional

standard Brownian motion process defined on a filtered probability space

(n F Ft P) and is independent of Xt. The Markov chain Xt can be expressed

in terms of a martingale Mt of the pure jump type, namely
dXt = AiOXtdt + dMt,

Xo = ̂,

(26)
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where A(t) is the Q matrix (transition intensity matrix) of the Markov chain and

f is a random variable taking its values in E. Set

Gc = <t(Su:« ̂  0

and let us denote by hi (i = 0,1 W) the portfolio proportion of the amount

invested in the i'" security relative to the total wealth that the investor

possesses. It is defined as follows:

^ = (h^,h\, .htT is said to be an investment strategy if the

following conditions are satisfied,

i) ht is an R" valued Gt - progressively measurable stochastic process such that

ii) Pf/J" \''s\''ds < 00) = 1

The set of all investment strategies will be denoted by H(T). When

(h® (ht)0 <t<Te H(T) it is often write as h e H(J) for simplicity.
For given h £ H(T), and under the assumption of self-financing, the wealth
process = V^Ch) satisfies

fdVt Vh'^

m  m

=  r(t, St)dt + bj (t,Sf^dWj.
i=l j=i

Taking into account i) above, turns out to be the solution of

= r(t,SMt + hKa(.t,XtSt) - r(t.St)l)dt + h'tbit,St)dWt
Vt
Vo = v.

where 1 = (1» • • •»
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Our problem is the following. For a given constant n < ^ 0

maximize the expected (power) utility of terminal wealth up to the time horizon

T, namely

;(p; h-. T) = ̂E[Vr(hr] = W], (27)

where h ranges over the set >1(0,7) of all admissible strategies.

The study considers here the maximization problem with partial

information, since the economic factors Xt (in this case Consumer Price Index,

Money Supply and gross domestic product) are in general not directly

observable and so one has to select the strategies only on the basis of past

information of the security prices which are influenced by economic factors.

No satisfactory theory would argue that the relation between financial

markets and the macroeconomics is entirely in one direction. However, stock

prices are usually considered as responding to external forces. By the
diversification argument that is implicit in capital market theory, only general

economic state variables like inflation. Money Supply and GDP will influence

the pricing of large stock market aggregates.

Research Design and Rationale

Multiple linear regression models are often specified with an

innovations process that is known to be either heteroskedastic or autocorrelated

(nonspherical). If other regularity conditions of the Classical Linear Model

(CLM) continue to hold, OLS estimates of the regression coefficients remain

unbiased consistent, and, if the innovations are normally distributed,

asymptotically normal. However, the estimates are no longer efficient, relative

to other estimators, and t and F tests are no longer valid, even asymptotically.
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because the standard formulas for estimator variance become biased. As a result,

the significance of the OLS coefficient estimates is distorted.

The usual prescription for such cases is to re-specify the model,

choosing alternate predictors to minimize nonspherical characteristics in the

residuals. However, this is not always practical. Predictors are often selected on

the basis of theory, policy, or available data, and alternatives may be limited.

Lagged predictors, used to account for autocorrelations, introduce additional

problems. For this reason the study explore explores two approaches that

acknowledge the presence of nonsphericality.

The first approach is to use heteroskedasticity-and-autocorrelation-

consistent (HAC) estimates of OLS standard errors. OLS coefficient estimates

are unchanged, but tests of their significance become more reliable. The second

approach modifies the OLS coefficient estimates, by explicitly incorporating

information about an innovation covariance matrix of more general form than

(j^J This is known as Generalized Least Squares (OLS), and for a known

innovations covariance matrix, of any form. Unfortunately, the form of the

innovations covariance matrix is rarely known in practice. Feasible Generalized

Least Squares (FGLS) procedure which estimates the innovations covariance

matrix using specified models, before applying GLS to obtain regression

coefficients and their standard errors.

Based on the recommendations of Xiao and Phillips(2002) and

Westerlund (2005), the study estimates the panel cointegration regression using

DOLS DOLS estimator has been made to be asymptotically unbiased, so that

error term can be used in the residuals cointegration without the problems of

nuisance parameters. This makes DOLS to be more efficient and unbiased
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estimator as compared with OLS (Xiao and Phillips, 2002). To correct for

heteroskedasticity and serial correlation of the errors the study uses Newey-

West technique.

Empirical Models

Education

The relevant empirical proxy for ability of individuals in a country is

secondary school enrolment. The use of this variable deserve cautious treatment

since, Education is endogenous to stock market development. This is because

there may be some omitted variables that correlate with both knowledge and

stock market development. It also believed that the relationship may suffer from
simultaneity (or reverse causality). Secondly, education is a policy output

variable and therefore further caution is called for before thinking of it as an

explanatory variable determining another output.

Indeed, as Rodrik (2005) argued, if it fail to distinguish policy effort

from policy outcomes when measuring potential growth determinants the study
's unlikely to learn much from our estimation efforts. Campos and Horvath
(2006) in drawing the distinction between policy inputs and outputs, give
further support to this argument, while Loyaza and De Soto (2002) is also
consistent with this line of reasoning. In this spirit, the study argues that

■  occrtriated with the stock market variables and macroeconomicEducation is assuciai«i.u

stability variables and that the direction of causation is from the latter to the
o  the study cannot consider Education as exogenous policy toolformer. By tnis rnc mu j

(Campos and Horvath 2006; Falcetti et al 2006).
Our study adopt Cadeleron-Rossell (1990) behavioural structural model

pffect of secondary school education on stock market
to estimate trie cnt-

98



performance. Empirical model one will include secondary school education. In

this thesis the study create a probabilistic model by starting with a deterministic

model that approximates the relationship the study wants to model. That is the

relationship between independent variables (GDP, Education, and the

interaction of GDP and education) and dependent variable (stock market

capitalization).

SMQt =^0 + + PiODPit + Pit (28)

Where SMC is stock market capitalization relative to GDP, and pa is

the white noise or the error variable accounting for model misspecification,
omitted variables etc. The error accounts for all the variables, measurable and
immeasurable, that are not part of the model. GDP is the measure of economic

growth and they are in thousands of US dollars. The independent variable E
measures the ability of citizenry to investment properly in an economy. This
variable is measured using secondary school enrolment on yearly bases.

The study also run another model of equation 28 by introducing the

teraction effect of GDP and Education on the relationship in equation 28 to

determine whether the interaction have significant effect on the relationship.

SMCit = + Pit (29)
The problem objective addressed by the model is to analyze the

1 tionship between GDP, Education and stock market capitalization. To

define the relationship, our study needs to know the value of the coefficients
n  /? R in the case of model 1 of equation 28. However, thesePq,Pi>P2 ^3

coefficients are population parameters, which are almost always unknown.
However because these parameters represent coefficients of a straight

y  their estimators are based on drawing a straight line through the sample
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data. The straight line that the study wish to use to estimate Po.Pf p2 ft

is the "best" straight line. Best in sense that it comes closest to the sample data

points is called the least square line. The coefficients are calculated so that the
sum of squared deviations is minimized. This best straight line, called the least
squares line, is derived from calculus this gives us our model one as shown
below;

Model 1

SMCit = bo + hBit + bzGDPu + b^^E x GDPu) + fit (29')
bo» bl» ̂ 2i ̂ 3 ̂

Where GE is the interaction of Education and GDP. The interaction

effect here is to test whether the effect of GDP on stock market is influenced
by education at a=0.05. The aprior signs based on theoretical literature
should be bo > 0;hi > 0; ̂ 2 > 0;h3 > 0. Psacharopolous and Layard

(1979) postulated a positive relationship between education and
performance. An increase in GDP is an indication of increase productive
activities of firms and our study expect the values of firms to increase with

GDP.

Since the study do not need the assumption of homoscedasticity for OLS

to be unbiased, our study uses OLS with heteroskedasticity to run the
regression while maintaining the assumption no autocorrelation. The
resence of heteroskedasticity, the statistical inference would be biased, and

t statistics and F-statistics are inappropriate. Instead, the study would use

bust standard errors and heteroskedasticity-robust Wald statistic for t-

statistics and F-statistics respectively.
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The study then test for auotocorrelation. The implication of serial

correlation (auotocorrelation) on OLS is the same as heteroskedasticity.

James Durbin and G.S. Watson proposed testing for correlation in the error

terms between adjacent observations. In our data generating process (DGP),

the study assumes that the strongest correlation exists between adjacent

observations (first order serial correlation (cov (st et+i)). To test for first-

order serial correlation, the study ask whether adjacent s's are correlated.

As usual, the study will use residuals to proxy for e. The study base the tests

of serial correlation AR(1) model on the regression residuals. An
autoregressive process of order one, also known as a first-order Markov

process: ut = P"t-i + "t. IPl < 1 where the Vf are uncorrelated random
variables with mean zero and a constant variance. To diagnose

autocorrelation our study uses the estimated residuals. The resulting slope

estimate is a consistent estimator of the first-order autocorrelation

coefficient p of the u process. Under the null hypothesis, p = 0, so that a

rejection of this null hypothesis by this Lagrange Multiplier (LM) test

indicates that the disturbance process exhibits AR(1) behavior. If the study

diagnoses the presence of auotocorrelation the study runs the regress using

OLS with serial correlation.

Model 1 difference, looks at the variables in difference and expect the

same aprior signs. If the study test the variables at a=0.05 and they are not

stationary the study then find the first difference of (28') and (29') and they

come;

ASMCit = bo + bi^Eit + b2^GDPif- + eit (28 )

bo. bi,b2 ^
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ASMCit = bo + bl^Eit + bz^GDPu + bsAi^GDPu x E^t)

+ ̂it (29 )

bo» bjf b2t ̂ 3 ̂

Although the ordinary least squares (OLS) estimator is consistent in the

presence of a serial correlation in the error term, it is also well known that it
contains the second-order bias. The study focuses on the dynamic ordinary

least squares (DOLS) estimator instead since serial correlation and the
endogeneity can also be corrected by using DOLS estimator. The study then

also correct for heteroskedasticity and serial correlation using Newey-West
estimation technique.

Institutional quality

From the theoretical model which is the modifying West (1996) model,

the study have the general econometric model used in the empirical chapter as
follows.

SMCu = ̂0 + iSiCOPit + X 'Qit + «it] (30)
Where SMCu is stock market capitalization relative to GDP, /?o, is the

tercept and su is the white noise. GDP is the gross domestic product in
'llions of US dollars. IQ is institutional quality variables made up of control

of corruption, voice and accountability, rule of law, regulatory quality political

stability and government effectiveness. GDPu x in the interaction of GDP

and institutional quality (IQ).

Our study runs the model below using OLS and FGLS techniques for

the variables in levels.

SMCu =1^0+ + P^GDPit + Sit] ( 31)
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To determine the effect of the various elements of institutional quality

(IQ) on stock market development the study runs the various elements one at a

time as shown in equation 32 to 37 below. Our study did not run all the elements

together because of the possibility of multicollinearity problem. The study also

test for presences of heteroskedasticity at a (0.05) that is the assumption that the

errors or disturbances have the same variance across all observation points out

that our study uses robust standard errors. To correct for heteroskedasticity the

study used the robust standard error in the estimation of the parameters
assuming no serial correlation.

SMCit = ft + l^2('0Pit + ftCCDPft X CCit) + Sit (32) model 2 CC

SMCit = ft + ^^(.CDPit X VAit) + Sit ( 33)model 2 VA
/^O' ^

SMCit = ft + + hOOPit + ftCGDPit X RLu) + Su (34)model 2 RL

SMCit = ft + + '"^CDPit + ftCCDPit X RQit) + Su (35)model 2 RQ
/^0'^l'/^2'^3 >

SMCit = ft + + '^^CDPit + ft(GDPit X PSit) + Sit (36) model 2 PS

5MCft = /?o + + PsiGDPit X + Cft (37)model 2 GE
Po'Pl'Pl'Ps >

The study test for the panel unit root test of the variables and if they fail

,  . «arv flt ft of 0.05 the study finds the first difference of the variables
to be stationary ^

and that gives the models below;

ASMC- = /^o "b + ̂2^GDPit + P-ii.^GDPi^ x CCit) ^it (32 )
> 1;
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ASMCit = Po+ + (pi^GDPit + (pzi^GDPit x VAit) + ( 33')

ASMCit = ̂0 + + Pz^GDPit + (^siAGDPit x /^Lit) + £it (34 )

Po'l^l'Pl'Ps ̂

ASMCit = i^o + (^i^f^Qit + Pi^GDPit + PsC^GDPit x fiQit) + fft (35 )

A5MQt = + i^zAGDPft + Psi^GDPu x P5it) + £it (36')

/?0'/^l'^2'^3 ̂  1'

ASMCit = /?o + Pi^GEit + p2^GDPit + ̂̂ ^AGDPit x C^ft) + (37 )

/^0'/^l'^2'^3 >

Where CC is control of corruption; GCC is interaction variable of GDP

and control of corruption; VA is Voice and accountability; GVA is interaction

variable of GDP and Voice and accountability; RL is Rule of law; GRL is

interaction variable of GDP and Rule of law; RQ is Regulatory quality; GRQ is

interaction variable of GDP and Regulatory quality; PS is Political stability;

GPS is interaction variable of GDP and Political stability; GE is Government

effectiveness; and GE is interaction variable of GDP and Government

effectiveness. Our study expects positive relationship between IQ and or

elements of IQ and MSG. IQ boosts confidence of investors and potential

investors in the stock market hence the positive relation is expected from the

elements of IQ and SMC.

For each model also the study introduces the interaction effect of GDP

and IQ elements. The interaction means that the effect of IQ on stock market

capitalization is influenced by the value of GDP. The interaction variables are

control of corruption and GDP {GDP xCC); voice and accountability and GDP

{GDP xVA); rule of law and GDP {GDP xRL); regulatory quality and GDP
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(GDP xRQ); political stability and GDP (GDP xPS); and government

effectiveness and GDP (GDP xGE). The techniques used to estimate the

coefficients of the linear regression model are the DOLS and Newey West. The

study runs these models using DOLS technique since serial correlation and the
endogeneity can also be corrected. The study then also correct for
heteroskedasticity and serial correlation using Newey-West estimation

technique.

Macroeconomic variables and stock market development

Flick (2009) notes that Descriptive research design has become widely

accepted in the field of finance and economics since it is proving to be very

useful in policy evaluations. The study followed a descriptive research design

to describe the performance of the stock market in emerging economies.
Descriptive research design is a statistical method that quantitatively

synthesizes the empirical evidence of a specific field of research. According to
Groves (2004) descriptive technique gives accurate information of persons,

events or situations. The study sought to investigate the determinants of stock

market performance in 41 emerging economies.

For the purpose of this empirical study, the unit of analysis is the 41

emerging economies stock market. In this chapter, the study draws upon theory

and existing empirical work as a motivation to select a number of
macroeconomic variables that the study might expect to be strongly related to

the real stock price. The real stock price depends upon the expected stream of
dividend payments and the market discount rate. Hence, any macroeconomic

able that may be thought to influence expected future dividends and/or the
.  rnuld have a strong influence on aggregate stock prices. Thediscount rate wu
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macro-economic variables selected as explained under theoretical model of this

chapter are; Money Supply (MS) and Consumer Price Index (CPl). The

objective here is to test the effect of economic growth measured by GDP, and
macroeconomic variables (MS, and CPI) on stock market capitalization of

emerging economies. In this thesis, the study will draw upon theory and existing
empirical work as a motivation to select a number of macroeconomic variables
that the study might expect to be strongly related to the real stock price.

In this study, the study adopted and modified the model used by Sangmi

and Mubasher (2013). They used time series data on macroeconomic variables
and stock indices collected from the annual reports of the Reserve Bank of India
for the period April 2008 to June 2012. They expressed Stock Market Index
(SMI) as a function of selected macroeconomic variables. The model used by
Sangmi and Mubasher (2013) is modified for this thesis. In this empirical
chapter least squares regression and FGLS are again considered due to the

A antpiaps that they have over other estimation techniques when thenumerous advantages luau j

variables are in levels.

From equation 38 the analytical model for the macroeconomic
^  nants of stock market performance is depicted by the modified model of

Sangmi and Mubasher (2013) which is model 3.
SMC^t = Po + PiGDPff + P2MS;, + ̂sCPIit + eu (39)

Where SMC^t is the stock market capitalization growth rate

r»nmestic Product. It is a proxy for economic development. It
GDPj.t i® (jtoss uoui'^3

is parity rate.

.  ..^vSimDlv It is a proxy for banking sector development. It is
USit is the Money j

,„ur.d inm
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CPlit is a proxy for macroeconomic stability. It is an index of parity rate.

Our study interact GDP with all the other macroeconomic variables one

at time to determine the actual effect of these variables on stock market

performance. The study runs the models below and test the significance levels

at a=0.05 using different Robust OLS and FGLS respectively.
SMCjt = Po + PiGDPit + P2MS(t + psCP/it + rit (40)

Po.Pi.P2>l: P3<1

SMC„ = Po + PiGDPu + P^MStt + PiCGDPi, X MS)„ + % (41)
Po.Pi.P2>l

SMC,, = Po + PiGDPft + PaCP'it + Pi(GDPit X CPlu) + ̂it (42)
Po.Pi>l; P3.<1

Where (GDPxMS) is the interaction of GDP and MS, (GDPxCPI) is the
interaction of GDP and CPI.

Our study estimates the parameters using OLS technique. The least

squares method produces the best straight line. However, there may in fact be
no relationship or perhaps a nonlinear relationship between GDP, CPI, MS and
stock market capitalization hence a straight line is likely to be impractical. The

d  ssesses how well the linear model fits the data. A model results in

d* ted values close to the observed data values. The fit of a proposed
*  model should therefore be better than the fit of the mean model. There^res

fhp prrors or disturbances have the same variance across all
study assume that tne cnui

When this is not the case, the errors are said to beobservation points.

kedastic and our study corrects the model by using robust standard error

to determine the significance of the parameters of interest.
The test of significance (a=0.05) for this model sought to establish the

f ctnck market performance in emerging economies. Our studydeterminants oi siu
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corrected. The study then also correct for heteroskedasticity and serial

correlation using Newey-West estimation technique.

The dependent variable is the Stock Market performance. This measure

equals the stock market capitalization divided by GDP. The assumption behind

this measure is that overall market size is positively correlated with the ability

to mobilize capital and diversify risk on an economy-wide basis. This is

consistent with Kemboi et al. (2012), Yartey (2008) and Levine and Zervos

(1998).

Based on theory underpinnings discussed in the literature reviewed

above the study hypothesizes a positive or negative relation between MS and

SMC The effect of Money Supply on stock prices can be positive or negative.

Since the rate of inflation is positively related to money growth rate (Fama,

1981), an increase in the Money Supply may lead to an increase in the discount

rate and lower stock prices. However, this negative effect may be countered by

the economic stimulus provided by money growth, which would likely increase
cash flows and stock prices (Mukherjee and Naka, 1995).

Following Geske and Roll (1983), Chen et al (1986), Wongbangpo and

Sh rma (2002) the study hypothesizes a negative relation between stock prices
d Consumer Price Index (CPl). The levels of real economic activity (proxied

by CPI) will likely influence stock prices through its impact on corporate
.  !n the same direction: an increase in real economic activity (fall'profitability m ^

Price Index) may increase expected future cash and, hence, ra
the Consumer rnt'C

u-io fhp nnnosite effect would be valid in a recession. Consumer
stock prices, while tne upy

j oo c nmxv for inflation rate. It is chosen because of its broad
Price Index is used as a proxy

oic.ilate average change in prices of goods and services duringbase measure to caicum

in

raise
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a specific period. Inflation is ultimately translated into nominal interest rate and

an increase in nominal interest rate increases discount rate which results in

reduction of present value of cash flows. An increase in inflation is expected to

negatively affect the equity prices.

Our study uses Consumer Price Index to measure macroeconomic

Stability. Macroeconomic stability may be an important factor for the
development of the stock market. The study expects that the higher the
macroeconomic stability the more incentive firms and investors have to

participate in the stock market. The study expects the stock market in countries
with stable macroeconomic environment to be more developed. Consistent with
previous studies inflation has been used as a measure of macroeconomic
stability Although there is no agreement on the relationship between

ctahilitv and stock market development, our study argues thatmacroeconomic smvimy a.

higher levels of macroeconomic stability encourage investors to participate in
the stock market largely because the investment environment is predictable.

.Tiarrneconomic stability influence firms profitability, and so theFurthermore, macruci...j

f  .rifles in the stock market is likely to increase. Investors whoseprices oi securuic

r» pvneriencing a capital gain are more likely to channel theirinvestments are cA.p

,ppir market by increasing their investments, and so this will
savings to the stocK mam j

stock market development. The study proxy this variable with

Consumer Price Index.

Xh election of these variables was based upon the Present Value

M d I (PVM) theory, and literature discussed in the Chapter 3. In the following,
K • flv validate the inclusion of each macroeconomic variable

the study will brieriy
^  analysis This study investigates effect of macroeconomic
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variables on stock market performance in emerging economies for the period

1996-2011.

Estimation Technique

The technique used to estimate the coefficients of the linear regression

model is the least squares method. A critical part of this model is the error

variable e. Required conditions for the error variable are; the probability
distribution should normal, the mean of the distribution is zero (0), the standard

deviation of the error variable (s) is Oe, which is a constant regardless of the

value of independent variable, and then the value of e associated with any
particular value of dependent variable (SMC) is independent of 8 associated
with any other value of SMC.

The least squares method produces the best straight line. However, there

in fact be no relationship or perhaps a nonlinear relationship between GDP,

Ed cation and stock market capitalization hence a straight line is likely to be
ctical Consequently, it is important for us to assess how well the linear

d 1 fits the data. The study test significance of the variables assuming
a=0.05.

A well-fitting regression model results in predicted values close to the
The mean model, which uses the mean for every predictedobserved data values.

ti be used if there were no informative predictor variables,
value, generally wouia u

f  roposed regression model should therefore be better than the fit of

the mean model.
j  ncpc three statistics to evaluate model fit: R-squared, the

Our study us6i> uuv.

j  Root Mean Square Error (RMSE). All three are based on
overall F-test, an

s* Sum of Squares Total (SST) and Sum of Squares Error
two sums of square .
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(SSE) SST measures how far the data are front the inean and SSE measures

how far the data are from the model's predicted values. Different combinations

of these two values provide different information about how the regression

model compares to the mean model.

Although the ordinary least squares (OLS) estimator is consistent in the

presence of a serial correlation in the error term and it is well known that

the OLS estimator contains the so-called second-order bias. The study

focuses on the dynamic ordinary least squares (DDLS) estimator instead of

Fully Modified OLS estimators (FMOLS).

Let us consider the following fixed effect panel regression:
yit = tti + XjtP-b Ui, i = l, ....N, t=l, ...T

where y,t is a matrix (1,1). P is a vector of slopes (k, 1) dimension, aj is

individual fixed effect, u, are the stationary disturbance terms. It is assumed

that Xit (k, 1) vector are integrated processes of order one for all i, where:
Xit ~

Under these specifications, describes a system of cointegrated
•  . ; P v.. is cointegrated with Xjt. By examining the limitingregressions, i-c. ^it

d' t ibution of the DOLS estimators in co-integrated regressions, Kao and
<?how that they are asymptotically normal. The DOLS

Chiang

^r^nctructed by making corrections for endogeneity and serialestimator is con&uu

1 tion to the OLS estimator. The DOLS is an extension of Stock and
,  /I no'^^ P«;timator. In order to obtain an unbiased estimator of theWatson's (1993; esmua

DOLS estimator uses parametric adjustment to thelong-run parameters,

by including the past and the future values of the differenced 1(1)
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regressors. The dynamic OLS (DOLS) estimator is obtained from the

following equation:

i=q2

Yit = a, + XjtP + ̂  Cjj Axj t+j + Vit
j = -Q2

where Cij is the coefficient of a lead or lag of first differenced explanatory

variables. The estimated coefficient of DOLS is given by:

pD0LS = 2(Z^it^i't)
i=l \t=l / ^t=l /

Where = [xit " ^i. AXi,t-q,..,Axu^,] is 2(q+l )x 1 vector of regressors.

The study also focuses on Newey-West Estimation technique to correct

for heteroskedasticity and serial correlation of the error term. Newey-West

calculates the estimates Pols = (X'X)-iX'y

var^poLs) = (X'X)-iX'fiX(X'X)-i

•  the coefficient estimates are simply those of OLS linear regression.TTnat is, inc

For lag(O) (no autocorrelation), the variance estimates are calculated using the
White formulation:

X'nX = X'HqX = ̂

V fi where Xs is the ith row of the X matrix, n is the number
Here ej = Xi - ̂iPoLS^ ̂

V u the number of predictors in the model, including theof observations, and kis mc

•f there is one The above formula is the same as that used by regress,

(  bust) with the regression-like formula (thedefault) for the multiplier qc
o thP variance estimates are calculated using the Newey-West

For lag(m). m > 0- the var

(1987) formulation
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m  ,

X'fix = X'HoX + Z
"  t=l+l

where Xt is the row of the X matrix observed at time t.

The F-test

The F-test evaluates the null hypothesis that all regression coefficients

are equal to zero versus the alternative that at least one does not. It tests utility
of the model. An equivalent null hypothesis is that R-squared equals zero. A
significant F-test indicates that the observed R-squared is reliable, and is not a
spurious result of oddities in the data set. Thus, the F-test determines whether
the proposed relationship between the response variable and the set of predictors
is statistically reliable, and can be useful when the research objective is either
prediction or explanation.

The ratio of the two mean squares is F distribution as long as the

underlying population is normal. A large value of F indicates that most of the
'n y is explained by the regression equation and that the model is valid.

f p indicates that most of the variation in SMC is unexplained.
A small value ot t inaicdic

The rejection region is F > F„,k,„-k-i

Serial correlation and Heteroskedasticity

The Durbin-Watson test is a widely used method of testing for
lation This statistic can be used to test for first-order autocorrelation.

.  that the residuals from a linear regression or multiple
Our study uses it i

.  jgoendent. Because most regression problems involving time
regression are maep

... positive autocorrelation, the hypotheses usually considered
series data exhinu p
in the Durbin-Watson test are

Ho:p = 0 Hi:p>0
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The test statistic is d = ^^ere e; = y, - % and y, and y, are.
"i=l i

respectively, the observed and predicted values of the response variable for

individual i. d becomes smaller as the serial correlations increase. Upper and

lower critical values, du and dt have been tabulated for different values of k (the

number of explanatory variables) and n. If d < dt reject Ho : p = 0 If d > du do

not reject Ho : P = 0 If dt < d < du test is ineonelusive.
Durbin-Waston test is based on the assumption that the errors in the

regression model are generated by a first-order autoregressive process observed

at equally spaced time periods, that is, = P^t-i + a. where is the error
term in the model at time period t, at is an NID(0, al) random variable, and p(|p|
< 1) is the autocorrelation parameter. Thus, a simple linear regression model
with first-order autoregressive errors would be

yt = Po +

£t ~ P^t-i

A ̂  cirp the observations on the response and regressor variables atwhere yt and Xt are ine uu

riod t Situations where negative autocorrelation occurs are not often
j  if a test for negative autocorrelation is desired, one canencountered. However, u ̂

• t' 4-d Then the decision rules for Ho: p = 0 versus Hi: p < 0 are
use the statistic ̂

those used in testing for positive autocorrelation. It is also possible

.a . , two-side test (Ho: P = 0 versus Hi: p# 0) by using both one-side
to conduct a iwo mu

ou, If this is done, the two-side procedure has Type I error 2a,
tests simultaneously.

•  fhP Tvoe I error used for each one-side test.where a IS the lypet'^^

H teroskedasticity causes standard errors to be biased. OLS assumes
u  JnHet^endent and identically distributed; robust standard

that errors are both
both of those assumptions. Hence, when heteroskedasticity

errors relax either o
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is present, robust standard errors tend to be more trustworthy. To rationalize the

test for heteroskedasticity the study notes that the homoskedasticity assumption

in OLS implies

var(E |xi; X2, ....Xk) =

In that case, if the study wants to test for heteroskedasticity, our

maintained assumption is that the errors are actually homoskedastic, and the

study wish to examine if that is true. That is the null hypothesis is just the above,
Ho:var(e |Xi; X2. •.••Xk) =

Next, note that in examining heteroskedasticity, the expected value of the errors
being zero is still maintained. Which means that

var(e |xi; X2,••••Xk) = |xi; X2, ....x^)

So that our study can rewrite the hypothesis being test as

\X\. X2. --^k)

So that if the study assumes a simple linear relationship between e with respect
to the dependent variables, the study could then test the hypothesis. To see this,

"d r a general k variable regression where the dependent variable is e^. Let
term in the linear relationship, and assume that it is normal0 1^0 the

distributed with mean 0 given the independent variables. That is,
5q + + 82X2-^.6

If homoskedasticity holds, then the model would have ̂ 2 = ̂2 = - = S,.

Th efore if heteroskedasticity does not exists, the null hypothesis of
homoskedasticity, can be written as,

Ho = 5^ = 82 = = 8k.

,  . model could test the hypothesis using the F statistic that is
This implies thattne mu

dard statistical software (even if you write your own program,provided in stanoa
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the calculation of the F statistic is not difficult given that the model have already

found the formula earlier in our discussion of OLS).

The model uses the residuals from the original OLS regression of y

against Xa,X2, call it That is the study perform the following

regression, and calculate the F statistic there after.

= Sq + SiXi + ̂2^2 + ^

The F statistic is dependent on the goodness of fl measure from the above

regression. Let that be R^z, then the statistic is, F = And the statistic is
n-(fc+l)

approximately distributed as a Fk,n-ik+i) under the null hypothesis.

Robust Standard Error

The various "robust" techniques for estimating standard errors under

model misspecification are extremely widely used. Robust standard errors have

a crucial role in statistical theory in a world where models are almost never

exactly right. They can be used in practice to fix a specific part of model

estimation, when special circumstances hold.

It is well known that ordinary least squares estimation in the linear

regression model is not robust to outliers. The robust statistics literature takes

the view that a vast majority of the data are generated by the above described

model, while a smaller part of the data may not follow the model. In

econometric literature less attention is given to robust estimators of regression,

but the concept of robust standard error is well established. Here the estimator

being used is often the ordinary least squares estimator, but its standard errors

are estimated without relying on assumption F^. As such these robust
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standard errors remain valid when the error are not i.i.d,, but suffer from

heteroskedasticity or autocorrelation. A robust standard error consistently

estimates the true standard error even for non i.i.d. error terms. The most popular

robust standard error is the White or Eicker-White standard error, which protect

against heteroskedasticity, and the Newey-West standard errors, which are

heteroskedasticity and autocorrelation consistent (HAC) estimates of the

standard error. An important property of robust standard errors is that the form

of the heteroskedasticity and / or autocorrelation does not need to be specified.

Using standard notation, the linear regression model can be written as

y = xp + e

where E (e) = 0 and E (se') = 0, a positive definite matrix. Under this

specification, the OLS estimator p = (X'X)-i X'y is best linear unbiased with:

var{p) = {X'Xy'^X'^PXiX'X)-'^ (1)

If the errors are homoscedastic that is O = <t^I, Equation 1 simplifies to:

var{p) = a\X'X)-^

Defining the residuals ei= yi — Xip, where Xi is the ith row of X, the model

can estimate the OLS covariance matrix of estimates as:

OLSCM=^^iX'Xr'^ (3)

where N is the sample size and K is the number of elements in p. The OLSCM

is appropriate for hypothesis testing and computing confidence intervals when

the standard assumptions of the regression model, including homoscedasticity,

hold. When there is heteroskedasticity, tests based on the OLSCM are likely to

be misleading since Equation 2 will not generally equal Equation 1. If the errors

are heteroskedastic and O is known, Equation 1 can be used to correct for

heteroskedasticity. More often, the form of heteroskedasticity is unknown and
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a heteroskedasticity consistent covariance matrix (hereafter, HCCM) should be

used. The basic idea behind a HCCM estimator is to use e2 i to estimate (pu. This

can be thought of as estimating the variance of s\ with a single observation:

0.. = (£iz222 = ef. Then, let $ = diag[ef], which results in: HCO =

(X'X)-iX'OX(X'X)-i = (X'X)-iX'diag[ef]X(X'X)-i (4)

HCO is the most commonly used form of the HCCM and is referred to

variously as the White, Eicker, or Huber estimator. As shown by White (1980)

and others, HCO is a consistent estimator of Var(p) in the presence of

heteroskedasticity of an unknown form.

RMSE

The RMSE is the square root of the variance of the residuals. It indicates

the absolute fit of the model to the data-how close the observed data points are

to the model's predicted values. Whereas R-squared is a relative measure of fit,

RMSE is an absolute measure of fit. As the square root of a variance, RMSE

can be interpreted as the standard deviation of the unexplained variance, and

has the useful property of being in the same units as the response variable.

Lower values of RMSE indicate better fit. RMSE is a good measure of how

accurately the model predicts the response, and is the most important criterion

for fit if the main purpose of the model is prediction.

The best measure of model fit depends on the researcher's objectives,

and more than one are often useful. The statistics discussed above are applicable

to regression models that use OLS estimation. Many types of regression models,

however, such as mixed models, generalized linear models, and event history
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models, use maximum likelihood estimation. These statistics are not available

for such models.

Panel Unit Root Tests

To determine whether to use the variables in level or difference the study

determines the order of integration of the variables. Using time series with

strong persistence of the type displayed by a unit root process in a regression

equation can lead to very misleading results if the central limit theorem (CLM)

assumptions are violated. Weakly dependent processes are said to be integrated

of order zero (0), or 1(0). This means that nothing needs to be done to such series

before using them in regression analysis. Unit root processes, such as a random

walk are said to be integrated if order one or 1(1). This means that the first

difference of the process is weakly dependent (and often stationary). A time

series that is 1(1) is often said to be a difference-stationary process. Thus, when

the model suspect processes are integrated of order one, often first difference is

computed in order to use them in regression analysis. If a time series has a unit

root, a widespread and convenient way to remove nonstationarity is by taking

first differences of the relevant variable. A non-stationary series which by

differencing d times transfers to a stationary one, is called integrated of order d

and denoted as 1(d) (Charemza and Deadman, 1997). In fact, when a series Yit

is integrated of order 1 it means that it is not itself stationary, but that its first

differences are stationary.

For the LLC and IPS approaches, the model shall start by considering

the autoregressions used to obtain the ADF test for each time series in the panel.

Let there be N such series. Then,
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Aqit = Pird + 0C|qi t-i + ̂  Yij ^i,t' i ~ !»2» N; r 0,1,2 (1)
i=l

where dto = 0 or dti = 1 or da = (1, t)'. Note that the model allows for different

configurations of the deterministic term and different lag lengths for each series.

The choice of each pi may be done by using a general-to-specific procedure

based on either information criteria, such as AIC or the Schwartz criterion, or

on sequentially testing the last coefficient of the •

In the LLC approach, it is assumed that, as opposed to the formulation

in, all the ai have a common value,a, so that the null hypothesis to be tested is

that;

Ho: the series contains a unit root (panels contain unit roots)

Hi: the series is stationary (panels are stationary)

Thus, an estimator of a is obtained by controlling for the heteroskedasticity

across the time series that make up the panel. The unit root test statistic is simply

the t-ratio of a, adjusted in such a way that it is asymptotically normal under the

null hypothesis.

The starting point of the IPS approach is also the ADF regressions given

in (1). But, the null and alternative hypotheses are different from that of the LLC

approach, where the rejection of the null hypothesis implies that all the series

are stationary. The model now have

Ho: ai = a2 = ... = aN = 0 vs.

Hi: Some but not necessarily all ai < 0

The test statistic itself is rather simple to compute. Again, after deciding upon

dtr and the pi, the study obtain the t-ratios for the ai, , and calculate their

121



arithmetic average, • IPS show that t]^T may be adjusted

to yield an asymptotic N(0,1) statistic under the null hypothesis;

A' "M '"mt- - ̂  I )
/ = 1

'NT = ~ nl /2

AT X ('a / )
i= 1

The E(taj) and var(tci.) have been obtained by simulation.

Finally, in the case of the Hadri approach, the null hypothesis is the

stationarity of the series instead of nonstationarity. The framework is the one

dealt with in Kwiatowski et al. (KPSS) (1992) for a single series. The models

may now be expressed as,

qit = Pir/drt + Eit. i = l N; r=l,2

where Pin = Piit when r = 1 and Pirt = (Piit, PO' when r = 2. The study assumes

that the intercept, piit, is generated by a random walk, Piit = Put-i + Ujt,

where E(uit) = 0 and E(uft) = > 0. In other words, the study assumes that

the variances of the uit are the same for every series. Thus, the hypothesis to be

tested becomes, Hq: crj = 0 stationarity in all units

vs. Hi Ou > 0 unit root in all units

However, the model may assume that E(sit) = 0 and ECsft) = > 0;

i e., that the variances of the en may not be the same for every series. The study

may also account for the fact that the en may be autocorrelated by considering

the long-run variances of the en and estimate them as

T  ̂ / 1 ^

t=2 j = l \ t=j+2

where the are weights used to ensure that the 'd\. are always positive. In

our applications, the study uses the Bartlett weights, which may be expressed as

_ . _ ( ) > The resultant statistic to test Ho would, then, simply be the
Wkj - V(k+i)/
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average of the individual KPSS statistics for each series. Hadri shows that this

statistic, appropriately standardized, will be asymptotically N(0,1) under the

null hypothesis.

The problem of dependence between the series that make-up the panel

has several implications: (i) As O'Connell (1998) showed, panel unit root tests

will over reject the null hypothesis of a unit root; there will be an upward bias

in the size of the tests, giving the impression of high power. Such distortions in

size will come about, particularly, if the dependence is due to cross-unit

cointegration (Banerjee, Marcellino and Osbat, 2001). (ii) If the unit root null

were not rejected, this would imply that there exists N independent unit roots.

But if these series have common stochastic trends, the number of unit roots

would be less than N (Bai and Ng, 2001b). The procedures the study used are

designed to remove this dependence so that most, if not all, of these implications

no longer hold. The solution to deal with the problem of dependence are the

LLC, IPS and Hadri. They assume that, in addition to a series specific intercept

and/or trend term as given in (1), there is a time specific intercept that may be

estimated by taking the average across the series at each point in time. In other

words, this dependence is accounted for by calculating qt = Eili Qit»

1  T and subtracting it from each cross-sectional observation at point t;

namely, for each t, using - Qt instead of qit in the calculations given above.

This correction will not remove the correlation between the series, but, as

Luintel (2001) demonstrates, it may reduce it considerably.

123



Cointegration Test

Having confirmed the panel integration order or panel stationarity level

of our variable series, the next step is to test for the presence of cointegration

among the variables in the panel. The panels are tested using residual based test

of Pedroni (1999) and error correction test of Westerlund (2007) which is more

based on structural dynamics of panels rather than their residuals. The common

point of the two tests is that they produce single cointegration relation in panel

setting, (see Pedroni, 2004; Chiawa and Asare 2009).

Consider the following regression equation

y.^ = "b "• "b Pki^ki.t T where i—1, „, N, t=l,„„T,

yu and are assumed to be integrated of order one. The

parameters Ui and Si are the individual and time effects, which are set to zero if

they do not exist in the data. Under the null hypothesis of no cointegration, the

residual 6^ will be 1(1). The approach here is to obtain the residuals by running

the auxiliary regression. Pedroni (1999) proposed seven residual based tests for

panel cointegration and derived the asymptotic distributions for the tests. He

explored the small sample performances of the seven different statistics to test

panel data cointegration. Four of the seven statistics are based on pooling the

data and are referred to as "Within dimension" (Panel) tests, and the last three

are "Between dimensions" (group) tests. These tests are based on the

assumption of heterogeneous cointegration relationships between individual

members and are defined as Within Statistics.

Westerlund (2007) developed four new panel cointegration tests that are based

on structural rather than residual dynamics and, therefore, do not impose any

common-factor restriction. The idea is to test the null hypothesis of no
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cointegration by inferring whether the error-correction term in a conditional

panel error-correction model is equal to zero. The new tests are all normally

distributed and are general enough to accommodate unit-specific short-run

dynamics, unit-specific trend and slope parameters, and cross-sectional

dependence. Two tests are designed to test the alternative hypothesis that the

panel is co integrated as a whole, while the other two test the alternative that at

least one unit is co integrated. It takes care of problem of structural breaks in

the panels. The error-correction tests assume the following data-generating

process:

Ayif = Sidt + CCi(yi,t-l ~

Bit where t=I„„ T and i=l,„ N index the time-series and cross-sectional units

respectively, while dt contains the deterministic components, for which there

are three cases. In the first case, df = 0 so no deterministic terms; in the second

case, dt = 1 and Ayit is generated with a constant; and in the third case, dt =

(1, t) so that Ayit is generated with both a constant and a trend.

Xi t is K dimensional vector with the assumption that Ax^ is independent of Bk,

and that errors are independent across both i and t. The parameter ai determines

the speed at which the system corrects back to the equilibrium relationship

y, — piOCix-i after a sudden shock. If < 0, then there is error correction,

which implies that and are co integrated; if c^i = 0 then there is no error

correction and, thus, no cointegration. Thus the study can state the null

hypothesis of no cointegration as Hq: «( = 0 for all i. The alternative hypothesis

depends on what is being assumed about the homogeneity of Two of the

tests, called group-mean tests, do not require the to be equal, which means

that Hq is tested against Hf: ctj < 0 for at least one i. The second pair of tests,
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called panel tests, assume that ai are equal for all i and are, therefore, designed

to test Hq versus H^:ai = a <0 :for all 1.

Multicollinearity

Multicollinearity is a condition that exists when the independent

variables are correlated with one another. This problem associated with multiple

regression. It distorts the t-tests of the coefficients, making it difficult to

determine whether any of independent variables are linearly related to the

dependent variable. It also makes interpreting the coefficients problematic.

Multicollinearity is a matter of degree. There is no irrefutable test that it is or is

not a problem. But, there are several warning signals:

• None of the t-ratios for the individual coefficients is statistically significant,

yet the overall F statistic is. You could get a mix of significant and

insignificant results, disguising the fact that some coefficients are

insignificant because of multicollinearity.

• Our model checks to see how stable coefficients are when different samples

are used.

•  Or, try a slightly different specification of a model using the same data. See

if seemingly "innocuous" changes (adding a variable, dropping a variable,

using a different operationalization of a variable) produce big shifts.

In this research the study used variance inflation factors (VIP) because of

the limitations of the methods also in literature many regression analysts often rely

on VIP. As the name suggests, VIP quantifies how much the variance is inflated.

The variance inflation factor for the estimated coefficient for instance bk is just the

factor by which the variance is inflated.
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Let's consider a model with correlated predictors;

Yi = Po "l" Pl^il ^ Pk^ik "• i" Pp-l^i,p-l ^ i

Now, again, if some of the predictors are correlated with the predictor X,,, then the

variance of bk is inflated. It can be shown that the variance of bk is:

r(xtk-Xk)' ̂

where R ̂ is the R^-value obtained by regressing the k"" predictor on the remaining

predictors. The greater the linear dependence among the predictor and the other

predictors, the larger the R [ value. And, as the above formula suggests, the larger

the R ̂ value, the larger the variance of bk. The ratio of the two variances
Ic

determines how large the variance is.

That gives:

X  1
Var(b.) \^(X,.k-Xk)' 1

Var(b,)„,„ ^ 1-R^
i:(X|,k-Xk)2 . . .

The above quantity is what is deemed the variance inflation factor for the k
th

predictor. That is: VlFk = 1/1 - R l Where R j^is the R^-value obtained by regressing

the k^'' predictor on the remaining predictors. Note that a variance inflation factor

exists for each of the k predictors in a multiple regression model. A VIF of 1 means

that there is no correlation among the k**^ predictor and the remaining predictor

variables, and hence the variance of bk is not inflated at all. The general rule of

thumb is that VIFs exceeding 4 warrant further investigation, while VIFs exceeding

10 are signs of serious multicollinearity requiring correction.
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Conclusion

Three empirical models were used in this thesis. The first one is to model

knowledge of the citizenry as a determinant of stock market development in

emerging economies. The second empirical chapter examines the effect of

institutional quality to stock market development whiles the last empirical

chapter investigates the effect of macroeconomic variables on stock

performance.
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^v«icn xne data was

CHAPTER FIVE: EDUCATION AND STOCK MARKET

DEVELOPMENT

Introduction

This chapter examines the effect

market capitalization. The emphasis

market capila%^(^

_.>.^reiatlonto the normality of the distribution. A normal

""di^ibution has a value of 3. A kurtosis >3 indicates a sharp peak with heavy

tails closer to the mean (leptokurtic). A kurtosis < 3 indicates the opposite a flat

top (platykurtic). Looking at the results shown in Table 1, the distributions of

variables were platykurtic and the p-value of the Jarque-Bera test statistic for all

variables were lesser that the 0.05 critical values. The statistical implication of

the Jarque Bera test statistic is that the null hypothesis was rejected and the

alternative hypothesis was accepted since the residuals were normally

distributed.

SMC

GDP (millions of S)
Education

EducationxGDP

Source: Field survey, Winful (2016)

Obs Mean Std Min Max Skewness kurtosis prob

615 391.27 294.24 33.1 1089.2 0.578 2.283 0.001

615 18.64 12.46 6.12 26.13 0.654 2.394 0.000

615 68.23 19.04 16.15 87.89 3.275 27.654 0.000

615 78.68 27.33 19.37 97.68 3.157 2.947 0.000



markets from emerging markets and this revelation demonstrated the degree of

efficiency of stock market.

Results and Discussion

To perform a pretest to ensure there is a stationary cointegration

relationship among variables, it was assumed that ability of an individual to

invest (E) and GDP data to be nonstationary. Therefore to proceed with the OLS

estimations, our study investigated the time series properties of the variables by

utilizing unit root test and to test for the existence of a stochastic trend in the

adapted regression model. This is equivalent to the testing of the null hypothesis

and this can be established by testing for the unit root test. The motivation for

this approach is the research expositions such as Fosu, Bondzie and Okyere

(2014), when they applied the ADF test and the unit-root testing on the ADF

test. In consistent with these expositions, the study determine the stationarity of

variables using the following tests; LLC, Breitung, IPS and Hadri. The

stationarity test ensured that the statistical properties of the selected variables

did not change overtime. Additionally, the stationarity estimation on

nonstationary variables had the tendency to give a misleading parameter

estimate of the relationship between independent variables and stock market

returns, and therefore the test was necessitated by this condition.

Stationarity is important for estimation: applying least squares

regressions on nonstationary variables can give misleading parameter estimates

of the relationships between variables. Finally, the study checked for

stationarity to enable me make an accurate prediction in forecasting the effect

of the explanatory variables on the stock market performance. Because

stationarity test are sensitive to lag length of the series, a maximum lag order of
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2 is selected based on the Schwarz information criterion as shown in Table 2

below.

Lag logL AlC SC HQ

0 -5461.717 65.834 65.93 65.873

1 -4262.678 51.158 51.735 51.393

2 -4138.535 49.919 50.976* 50.348

3 -4086.301 49.579 51.116 50.203*

4 -4069.005 49.675 51.693 50.495

5 -4042.853 49.661 52.159 50.675

* indicates lag order selected by the criterion
Source: Field survey, Winflil (2016)

The statistics are asymptotically distributed as standard normal with a

left hand side rejection area, except on the Hadri test, which is right side. A *

indicates the rejection of the null hypothesis of nonstationarity (LLC, Breitung

IPS) or stationarity (Hadri) at least at 5% level of significance. The result of the

stationarity test is as shown in Table 3 below. Comparing test statistic value

with that of test critical value at 5% significance and considering p-value the

study found that all three variables had unit roots. This is because the absolute

values of the tests statistic for each of these variables were lesser than the

absolute variables of the test critical values at 5%. In addition, the p-values

corresponding to each of the test statistics for all variables were greater than 5%

(55 11% 18.37% and 98.63%), respectively. The study fails to reject the null

hypothesis of no unit roots in the data series. All the variables having unit roots

were transformed into first difference to bring stationarity in these data,

thereafter* the modified data used in the multivariate regression model in this

empirical chapter.
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Table 3 - Panel Unit Root Tests (A)

Variable LLC Test IPS Test Hadri Test

NT T NT T NT T

SMC 0.031 0.178 0.328 0.327 0.000 0.0304

(4.53) (6.51) (0.426) (0.457) (12.177 (1.584)

ASMC 0.0000 0.0115 0.0000 0.0000 0.276 0.1754

(4.866) (2.431) (5.481) (4.047) (0.577) (0.781)

GDP 0.047 0.048 0.341 0.304 0.000 0.000

(1.571) (1.141) (0.754) (0.755) (14.52) (7.915)

AGO? 0.0114 0.000 0.000 0.000 0.235 0.584

(2.141) (3.552) (5.829) (5.534) (0.677) (-0.597)

Education 0.0000 0.0001 0.0000 0.0003 0.106 0.088

(3.471) (3.147) (3.407) (2.918) (1.054) (1.113)

A Education 0.0142 0.1092 0.0012 0.0123 0.177 0.166

(1.241) (1.188) (2.407) (2.318) (1.24) (1.003)

Education GDP 0.0771 0.0472 0.0889 0.0123 0.185 0.137

(1.241) (1.188) (1.407) (2.318) (1.23) (1.003)

A EducationxAGDP 0.0142 0.1092 0.0012 0.0123 0.177 0.166

(1.241) (1.188) (2,407) (2.318) (1.24) (1.003)

All the variables are tested at 5% level of significance and the p -values
displayed with their corresponding t- statistic in parenthesis.
Source: Field survey, Winful (2016)

In order to ascertain whether or not the variables were integrated or not,

our study carried out the test at first difference. The results shown in above

indicated that all the variables were stationary at first difference, meaning that

they all had one unit root and represented a stable (1) series. The study found

that the p-values of all variables are less than 5%, the absolute values of the test

statistics for all variables were also found to be greater than their corresponding

test critical values at 5%. This implied that the null hypothesis of all the

variables each having unit roots at first difference could not be accepted at 5%

significance level. Hence, our study concludes that at first difference all

variables, represented a stationary series integrated of first order, 1(1).

In this empirical chapter, the study examines Education (E) - ability of

individuals to invest - and GDP on stock market performance. Since Education

and GDP are not static, the tendency for multicol linearity to pose some

problems with respect to the independent variables strengths. Multicollinearity
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exists when the predictive variables, in this case the chosen independent

variables are correlated. Generally, the rule is that in a correlation matrix, a

range of-0.70 and a + 0.70 is acceptable (Kuwornu, 2012). In order to check

multicollinearity among independent variables, a suggested rule of thumb is that

if the pairwise correlation between two regressors is very high in excess of 0.7,

multicollinearity may pose serious problem. The study conducted a test for

multicollinearity based on Pearson's correlation analysis. The test was

conducted on the sample data based on one of the basic assumptions underlying

OLS estimation that regressors should not be mutually correlated. If more than

one of them is correlated with others, multicollinearity is said to exist. The logic

behind this assumption of no multicollinearity and the need to carry out the test

is that if two or more independent variables are linearly dependent on each

other one of them should be included instead of both, otherwise, it will increase

standard error thereby making my results biased.

Since the correlation numbers are lower than 0.7 as shown in Table 4

below the results clearly showed that none of the independent variables were

highly correlated hence the study could assume that there is no existence of

serious multicollinearity amongst independent variables.

4 - Pearson correlation matrix
—  SMC E GDP ExGDP

SMC 1 ^
Education 0.242 I
GDP 0-638** 0.517* I

EducationiGDP__0:Ml! MiZ ^
** *** Correlation is significant at 1%, 5% and 10% level respectively (2-tailed).^  ,icHc **1' correiaLiuii lo

Source: Field survey, Winful (2016)
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The study performed further test to measure the impact of collonearity

among the independent variables through the application of the Variance

Inflation Factor (VIF). The set rule for this thesis is that, the (VIF) =1/Tolerance

and the VIF >=1. The VIF test was performed in order to measure the extent to

which the regressors were related to other regressors and to find out how the

relationship affected the stability and variance of the regression estimates.

The tolerance factors for the two independent variables Education (E)

and GDP are high (0.726 and 0.861, respectively) with the associated VIF

values of S.Sland 6.52 respectively, which are low compared to the "rule of

thumb" VIF value of 10. This indicates that even though multicollinearity is

present it is insignificant in affecting the stability and the variance of the

regression estimates with average VIF factor of 6.16.

The first column of Table 5 is the regression where the study determines

the relationship between explanatory variables (ability of individual to invest in

an economy, GDP and interaction of ability of individual to invest and GDP)

with the dependent variable (stock market capitalization) using the variables in

levels The study also test the validity of the regression model 1 by testing

whether all parameters are equal to zero. If at least one of the parameters is not

equal to zero (0), the model does have some validity. A large value of F indicates

that most of the variation in stock market capitalization is explained by

Education and GDP. A small value of F indicates that most of the variations in

stock market capitalization are unexplained by GDP, E and their interaction. To

determine rejection region of a 5%, there is a great deal of evidence to infer that

the model is valid. Analyses of variance with F-test of probability of zero means

that the model fit the data set and that E and GDP are linearly related to stock
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market capitalization. The relationship between E and SMC is expressed by

1.306 with a standard error of 0.358 which yields a t-statistic of 3.65. The

relationship between GDP and SMC is also described by a coefficient of 1.24

with a standard error of 0.134. For both variables there is enough even to

conclude that there is significant linear relationship between them and SMC.

The signs are all as expected. The interaction between E and GDP is also

significant in explaining SMC variability. That is there is significant evidence

to conclude that GDP complement E in explaining variability in SMC.

5 - Coefficient of Education on Stock Market Performance (Levels)
OLS OLS (RVariable ob) FGLS

Education
1.306*** 1.306** 0.096***

(0.358) (0.454) (0.008)

GDP
1.240*** 1.240* 0.582**

(0.134) (0.488) (0.222)

Education X GDP
0.079** 0.079** 0.042***

(0.028) (0.030) (0.012)

11.140*** 11.140*** -16.253***
Constant (2.897) (3.751) (2.745)

Number of groups
Adj R-square

Prob F

AR(1)
Wald chi2

Prob

0.415

0.000

0.415

41

0.8644

871.14

0.0000

D^ndent variable SMC; * p < 0.1, ** p < 0.05, *** p < 0.01
Source: Field survey, Winful (2016)

An R-square of 0.415 implies that the model is able to explain 41.5% of

the variations in SMC. F-value of 48.46 with a probability 0.000 implies the

data set fits the model. Breusch-Pagan test of a large chi-square 44.97 implies

that heteroskedasticity is present.

The second column of Table 5 shows the OLS result corrected for

heteroskedasticity. In the regression model, the reported t-statistics are based on

White (1980)'s heteroskedasticity-consistent standard errors and covariance.
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Such robust standard errors can deal with a collection of minor concerns about

failure to meet assumptions, such as minor problems about normality,

heteroscedasticity, or some observations that exhibit large residuals, leverage or

influence. For such minor problems, the robust option may effectively deal with

these concerns.

Column two of Table 5 gives the robust option. The point estimates of

the coefficients are exactly the same as in ordinary OLS, but the standard errors

take into account issues concerning heterogeneity and lack of normality. In this

particular example, using robust standard errors did not change any of the
conclusions from column one Table 5.

Since the model fits the data as well, and that the required conditions are

satisfied the study interpret the individual coefficients in model 1. Our study

needed to use inferential methods to draw conclusions about the population. The

intercept is bo= 11-14 is the average stock market capitalization when GDP and

E are zero. This value is misleading to interpret since the value zero is outside

the range of values of independent variables.

The relationship between stock market capitalization and E is described

b b = 1 306 From this number, the study presents that each additional increase

'n the E in an emerging market, stock market capitalization increases on average

by 1 306 assuming that the other independent variable in this model (GDP) is

h Id constant To test whether there is sufficient evidence to infer that in the

linear regression model, E and stock market performance are linearly related the

study test the hypothesis that Pi = 0 against an alternative Pi > 0. The value of

the test statistic of 7.28 with an associated p-value of zero (0) shows that there
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is overwhelming evidence to infer that the E in emerging market and stock

market performance are linearly related. The sign is as expected.

The coefficient b2=1.24 specifies that for each additional GDP growth

or increase, the average stock market capitalization increases by 1.24%,

assuming the constancy of E. The nature of relationship between stock market

performance and E and between stock market performance and GDP was

expected. The value of the test statistic t=2.62 with p-value of zero (0) shows

that there is evidence to conclude that GDP and stock market performance of

emerging economies are linearly related at 5% significance level. GDP is

important to the stock market in that it serves as a measure of the health of the

economy. As a rational stock market investor, a rise in the level of GDP (a

positive growth rate) from one period to the next would suggest that firms on

the whole are performing positively. This aggregate performance of firms

allows for more reinvesting which should ultimately lead to higher future

earnings and stock prices. An increase in GDP from one period to the next

should also increase the level of the stock market performance because

consumers in general have more purchasing power and would likely devote

more income toward stock market investment, ceteris paribus. In this regard,

GDP acts as a proxy for the purchasing power of Education (ability of

individuals to invest).

The study also run another model of equation 35 by introducing the

interaction effect of GDP and E on the relationship in equation 35 to determine

whether the interaction have significant effect on the relationship. That is our

study suspect that gross domestic product moderate the effect of E on stock
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estimated effect a GDP= 18.64, along with its standard error. Running this new

regression gives the standard error of the coefficient jffi + /53(18.64) = 2.75 as

0.953 which yields a t=2.92). Therefore at the average GDP (GDP), the study

concludes that E has a statistically significant positive effect on stock market

capitalization. The variable of interest E is also positive and significant as

expected indicating that higher level of E are associated with stock market

development. This outcome indicates that E is good predictors of stock market

development in emerging countries. The coefficient of 1.306 of the E is

misleading because it does not account for the effect of GDP on E which then

affect stock market capitalization.

R square value of 0.415 indicated a moderate correlation between

aggregate stock market performance and the two independent variables in

model 1 The R square indicated that about 41.5% of fluctuations in stock

market performance are accounted for by E and GDP while the 58.5% could be

explained by other factors not related to the chosen independent variables. The

djusted R square (0.415) showed that the relationship is an actual one and not

merely due to spurious regression problem.

In the presence of autocorrelated errors, as long as the explanatory

'ables are strictly exogenous, the OLS estimators are unbiased. This is
4^ ^iir rf»<;iilts in the case of heteroskedasticity, where the presence ofanalogous to oui

h teroskedasticity alone does not cause bias or inconsistency in the OLS point

estimates However, following that parallel argument, the study is more

rned with the properties of our interval estimates and hypothesis tests in
Qiitncorrelation. The Durbin -Watson statistic obtained by

the presence oi auiuk^ui

g the analysis using the data series at level has a value of (d= 0.217394 <

140



1), providing evidence of high presence of positive serial correlation among

residuals, again indicating that successive error terms are, on average, close in

value to one another. In effect, Durbin-Watson test indicates the presence of

high serial correlations in the regression residuals at level, providing further

evidence on the non-stationarity of the data series and affirming the need to

make them stationary.

The presence of positive serial correlation implies that our OLS

coefficients are still unbiased and consistent but inefficient because there is no

lagged dependent variable (SMC) on the RHS as an explanatory variable.

Forecasts inefficient, variances of coefficients biased and tests are invalid and

r2 overestimate the fit, indicating a better fit than actually present, and t values

imply significance when in essence insignificant coefficients. Breusch-Pagan

test of a large chi-square 46.34 implies that heteroskedasticity is present.

To improve upon our results the study runs OLS with serial correlation

and heteroskedasticity using GLS estimating technique. Generalized least

ares (GLS) allow models with heteroskedasticity and no cross-sectional

rrelation and the results are shown in column three of Table 5. This technique

1  confirms that E, GDP and its interaction are significant in explaining the

'ations in SMC. Wald chi2 p-value of 0.000 implies the model fits the data

set.

Comparing column three with column one our study realizes an

ment in the result. The parameters were overestimated under column

d  to the presence of serial correlation and heteroskedasticity. One percent
«5chool enrolment is associated with 0.096% increase inincrease m secondary sc

MC The partial effect of E on SMC is 0.88. That is percentage increase given
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Regression of the first difference of model 1 using dynamic ordinary

least squares technique gives the result in Table 7 column one below. The result

improves that of column three of Table 7 because of the smaller coefficients and

Newey standard errors recorded. This implies the result from Table 5 is

overestimated and that the t-values and standard errors are not reliable. From

Table 7 column one the explanatory variables are still significant and signs as

expected. The wald chi-square test is used to test the probability that the

correlation coefficients for all the variables included in the models are zero. The

study test the validity of the regression model by testing whether all parameters

in each model are all equal to zero. If at least one of the parameters is not equal

to zero (0), the model does have some validity. The wald chi-square value of
47 3 with a p-value of 0.000 implies that data set fit the model. The model is

able to explain 31.9% of the variations in SMC. Using DDLS the study is able

to circumvent the problem of endogeneity between yu and and serial
correlation between uu and v,t (see Kao and Chiang, 2000; and Erikson 2005).

TohiP? Ff'-'"!''" mil Performance (Difference)Table 7 pQLS Newey-^

0.038** 0.013***

(0.014)
0.109**

(0.041)
0.009**

(0.003)

614

0.109**

0.004***AExAGDP

Number of groups
R-squared

Adj R-square
F(3,610)

Wald chi2
Prow ——

7r~:;;H^ariable SMC; - p < 0.1, ** p < 0.05, *** p < 0.01
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Comparatively the results have improved significantly looking at the

reported standard error and the coefficients of the parameters. All the variables

of interest were significant and with their expected signs. Changes in the

Education (E), GDP and the interaction of the Education and GDP were all

significant in explaining stock market capitalization. That is for every 1%

increase in the Education, stock market capitalization of emerging markets

increase by 0.04% assuming that other variables are constant. To determine the

statistical significance of the coefficient of the partial effect of AE on ASMC the

study needs to rerun the regression where the study replaces the interaction
variable with gross domestic product less the average GDP multiple by AE. This

ves as the new coefficient on AE (the coefficient of partial effect), theV6S

estimated effect at gross domestic product of 18.64, along with a standard error.

Running this new regression gives the standard error of =
0 206 as 0.0743. which yields t = 2.77. Therefore at the average gross domestic

duct the study concludes that AE has statistically significance positive effect
k market performance. That is an enhancement in AE leads 0.206

in stock market performance of emerging economies. The sign is as
ests that the enhancement of AE for emerging economies isexpected. This sugge

tock market performance. This study conforms to the theoretical

nf autocorrelated errors, as long as the explanatory
In the presence oi a

strictly exogenous, the OLS estimators are unbiased. This is
it in the case of heteroskedasticity, where the presence ofanalogous to our result

I  e does not cause bias or inconsistency in the OLS pointheteroskedasticity a on
f 0 349 the study reject the null hypothesis that the errors

estimates. AD ®
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are serial uncorrelated. That is the study reject null hypothesis and conclude that

the data does have first-order autocorrelation. Breusch-Pagan test with a large

chi-square 46.15 implies that heteroskedasticity is present. Wald chi2 of

probability of 0.000 implies the data set fits the model well.

To account for serial correlation and heteroskedasticity in the model the

study computes Newey-West estimated standard error as depicted in Table 7

column two above. Accounting for serial correlation and heteroskedasticity

there is significant improvement in the result compared with Table 5. One

percent increase in AE leads to 0.038% increase in ASMC. It is again confirmed

that Education (E) complement GDP. The coefficient of the partial effect E on

SMC of 0.088 with Newey-West standard error of 0.029 yields a t-statistic of

3 02 By implication 1% increase AE given average GDP, SMC will increase

by 0 088%. Severe multicollinearity is problematic because it can increase the

variance of the regression coefficients, making them unstable. A VIF of 1.07

for model 1 shows that the coefficients are relatively stable. Breusch-Pagan test

the null hypothesis that the error variances are all equal versus the alternative

that the error variances are a multiplicative function of one or more variables.

A small chi-square 0.257 implies that heteroskedasticity is probably not a

problem or at least that if it is a problem it isn't a multiplicative function of the

predicted values. Durbin-Waston test is based on the assumption that the errors

in the regression model are generated by a first-order autoregressive process. A

DW test of 1.93 implies the absence of autocorrelation in the error term at 5%

ignificance level. It is also clear that as the study correct heteroskedasticity and

erial correlation using different estimation techniques, the calculated standard
j  in value which makes the results more reliable. That is the study

errors reduce m vaiu
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is able to account for different characteristics of the emerging economies

sampled for this thesis.

Conclusion

The model suggests that ability of individual to invest per labor force

and economic growth can make a statistically significant and economically

meaningful contribution to stock market development. This study conforms to

the theoretical postulation and the study of Ali (2011) and Yartey (2008). It is

clear from these results that countries with high levels of education stand to

benefit more in terms of stock market development. Poor understanding of

issues on the part of the public discourages potential investors from participation

in stock markets. Our work also confirms the findings of Roc (1996) where they

e that the propensity to invest in shares rises with the level of education.C4l g

Higher level of education increases confidence in stock market activities.

The results suggest that policy makers should not expect significant

stock market development if the country's educational structure is poor. These

results are generally in agreement with the theoretical and empirical literature.

Our findings have important policy implications for emerging countries. Firstly,

education plays a crucial role in stock market development. Policymakers in

merging economies may initiate policies to foster growth in the number of

secondary school enrolment in emerging economies.

Overall there is widespread and robust evidence that education plays a

k y role in enhancing stock market performance. Therefore, improving

d  ation - and quantitative and qualitative terms - has to be at the heart of
.oc aimed at raising the stock market performance in a sustainablepolicy measures

manner.
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CHAPTER SIX: INSTITUTIONAL QUALITY AND STOCK MARKET

DEVELOPMENT

Introduction

This study investigates how institutional quality affects the performance

of stock markets of emerging countries. A brief discussion of descriptive

analysis of the elements of institutional quality is presented and their correlation

to stock market performance and then the discussion of results.

Descriptive Analysis of Data

For the descriptive analysis of the macroeconomic variables see page

129 of chapter five. Because of lack of data for institutional quality for periods

before 1996, the study limit this empirical chapter to cover 1996 to 2011.

Institutional quality data is sourced from world Governance Indices (WGI) and

Kaufmann et al (2003), who compiled indicators based on several hundred

individual variables measuring perceptions of institutional quality, drawn from

25 separate data sources constructed by 18 different organizations. These

include international organizations (such as the World Markets Research Centre

and the World Bank), political and business risk-rating agencies, think-tanks,

d non governmental organizations. To ensure that the distribution of

t*t tional quality in each country is normal, conditional on the data for that
Kaufmann et al (2003) use factor analysis. For instance, a usefulcountiy^

etation of the reported estimates and standard deviations for each country

t note that there is a 90% probability that the true level of institutional quality
ntry is in an interval of plus or minus 1.64 times the reported standard
centred on the point estimate itself. The estimates of institutional

^ ̂ vnpcted value of zero, and a standard deviation (acrossquality have an expect
147



countries) of one. Resulting from the standardization method, the distribution

of unobserved institutional quality is the same in every period, which imposes

the restriction that the mean or world average of institutional quality is the same

in each period. As a result, the indicators are not informative about global trends

in institutional quality, although they are informative about changes in

countries' relative positions over time. This motivates the use of panel.

Under the theoretical model, the value of institutions to shareholders

results from their regulation of transaction and agency costs. The institutional

quality indicators are a reflection of the ability of institutions to effectively

support the minimization of these costs, ultimately borne by shareholders. The

indicators compose measures of the proper regulation of markets and the degree

of systemic corruption.

Table 8 below provides descriptive statistics for the institutional quality

* dicators for the years 1996 to 2011. The mean of the institutional quality

dicators should, by definition, be zero due to the standardization process in

th ir construction. However, the sample of countries selected based on

'lability of stock market data results in a positive mean for each of the

t'tutional quality indicators. The extremity of the institutional quality

• dicator range is approximately -2.5 and 2.5 with lower values representative
«;cores. Differences across countries in the margins of

of poorer governance

ociated with governance estimates are due to two factors: (i) cross-

in the number of sources in which a country appears, andcountry differences m

d'ff nces in the precision of the sources in which each country appears.
• « Arnnomies studied, countries like Uruguay, Slovenia, South

Of 41 emerging econuii
.  Domania, Slovakia Rep, Poland, Panama, Malaysia, Jordan,

Africa, Slovenia,

148



Hungary, Czech Republic, Costa Rica, Chile, Bulgaria, Brazil and Botswana on

the average are classified as countries with good institutional quality. On the

other hand twenty five (25) of countries were cited as countries with poor

institutional quality because on the average institutional quality were negative

for these countries. Differences across countries in the margins of error

associated with institutional quality estimates are due to two factors: (i) cross

country differences in the number of sources in which a country appears, and

(ii) differences in the precision of the sources in which each country appears.

Table 8 - Descriptive statistic of explanatory variables
Obs Mean Std Min max Skewness kurtosis prob

615 391.27 294.24 33.1 1089.2 0.578 2.283 0.001
GDP 615 18.64 12.46 6.12 26.13 0.654 2.394 0.000
CC 615 -0.184 0.644 -1.488 1.553 0.741 2.331 0.003

VA 615 0.0186 0.727 -1.857 1.318 0.569 2.394 0.001
615 -0.153 0.676 -1.841 1.358 0.664 2.161 0.000

615 0.070 0.685 -2.210 1.645 0.791 2.443 0.000

615 -0.357 0.873 -2.412 1.206 0.599 2.501 0.002
615 0.007 0.594 -1.516 1.278 0.604 2.614 0.001
615 -0.1 0.623 -1.579 1.248 0.591 2.322 0.000

Source: Field survey, Winflil (2016)

RL

RQ

PA

GE

IQ

Of all the elements of institutional quality voice and accountability,

regulatory quality and then government effectiveness had positive mean values

for the period under consideration. In other words for the countries sampled for

this thesis, institutional quality in relation to these areas were strong on the

average. The element of institutional quality with the highest standard deviation

is political stability. There exists high correlation for each of the governance

indicators for the entire period as a whole, and similarly for each individual

period The CC indicator and the RL indicator have the highest correlation
amongst indicators for all periods.
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On institutional quality, Government Effectiveness has the highest

positive average score, followed by Regulatory Quality, Rule of Law, Voice and

Accountability, and Control of Corruption. Given that higher score corresponds

to better outcomes, the negative average score of Political Stability and Absence

of Violence points toward the increasing likelihood of politically-motivated

instability in a country. In addition. Political Stability and Absence of Violence

score has the highest standard deviation, indicating that political stability varies

substantially across countries.

Correlation of institutional quality variables

The six governance indicators have very high positive correlations with

each other, indicating potential problem of multicollinearity if all of the

governance indicators are included in one regression model. This is shown in

Table 9 below. Correlation of the first difference of the macroeconomic

variables and the institutional quality variables improves the potential problem

of multicollinearity shown in the appendix 4. It could deduce from that appendix

that as macroeconomic variables are made stationary, their correlation with

institutional quality variables is reduced significantly.
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The results show that SMC, GDP, IQ and all the elements of IQ contain

unit roots at level. However, at first differenced, the panels are said to be

stationary, though there may be possibility of nonstationary series in a stationary

panel as the panel unit root test will not identify the particular series that is not

stationary. The results were confirmed by the other tests of panel unit root.

Control of corruption

The control of corruption indicator is decided by the frequency of

corruption, cronyism, government efforts to tackle corruption, and the internal

causes of political risk and mentality including xenophobia, nationalism,

corruption, nepotism, and willingness to compromise.

To determine and explain the coefficients in levels model 2 where the

study establishes the relationship between explanatory variables (GDP, CC and

CCxGDP) the study needs to determine how well the model fits the sample

data The least squares method procedures even though produces the best

straight line there may be no relationship or nonlinear relationship between the

two variables If the model's fit is poor there will be no need for further analysis

f the coefficients of the model but rather all efforts should be channeled to

rove upon the model, the study used three statistics to assess the model's fit.

Xh e are standard error of estimates, coefficient of determination, and the F-

test of the analysis of variance.

The smallest value that standard error of estimates can assume is zero
.  . u ^..rc when SSE is equal to zero (0). That is, when all the points fall

(0), which occurs wacu
Unp Thus when standard error of estimate is small the fit is

on the regression line, mu

11 t and the linear model is likely to be an effective analytical and
Tf ctfindard error of estimate is large, the model is a poor one.forecasting too. I
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Our study judges the value by comparing it to the value of dependent variable

stock market capitalization. In Table 11 column one, since the root MSE is

0.237 is relatively smaller than stock market capitalization, it does appear that

the standard error of estimate is small hence the model is good fit of the data

sample. This result is confirmed by coefficient of determination of 0.481. This

means the 48.1% of the variations in stock market capitalization is explained by

the model. This implies that 51.9% of the variations in SMC is not accounted

for by the model as depicted in the result column one of Table 11 below.

To test the validity of the linearity of model 2 in column one of Table

11 the study set all the parameters, be equal to zero. That is whether GDP, CC

and the interaction of CC and GDP are linearly related to stock market

capitalization. If at least one of the parameters is not equal to zero (0), the model

does have some validity. A large value of F indicates that most of the variation

in stock market capitalization is explained by GDP, CC and their interaction. A

small value of F indicates that most of the variations in stock market

capitalization are unexplained by the explanatory variables in this model.

Analyses of variance with F-test (47.33) of probability zero means that the

model fit the data set and that gross domestic product and institutional quality

are linearly related to stock market capitalization. Average variance inflation

factor (VIF) of 4.29 implies the effect of multicollinearity is minimal and the

coefficients reasonably stable.
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Table 11 - Control of Corruption and Stock Market Performance (Levels)
Viriibli OLS OLS Rob FGLS

GDP

CC

CCxGDP

Constant

0.877***

(0.281)
0.076**

(0.025)
0.009

(0.011)
6.574***

(1.572)

0.877***

(0.277)
0.076**

(0.022)
0.009**

(0.003)
6574***

(1.592)

0.671**

(0.226)
0.055**

(0.014)
0.006**

(0.002)
3.114**

(0.860)

Obs

Number groups
R-squared

Adj R-square
Prob F

AR(1)
Wald chi2

Prob

615

0.481

0.453

0.000

615

0.481

0.000

615

41

0.8797

788.91

0.0000

variable SMC; * p<0.1, P <0.05, p<0.01
Source; Field survey, Winful (2016)

Model 2 of Table 11 above is the regression where the study determines

the relationship between explanatory variables (GDP, CC and CCxQDP) with

the dependent variable (SMC) using the variables in levels. Our study also test
the validity of the regression model 2 by testing whether all parameters are equal
to zero If at least one of the parameters is not equal to zero (0), the model does

some validity. Column one of Table 11 gives the OLS result. A large value

f F ■ dicates that most of the variation in stock market capitalization is
,  rr and CCxGDP. A small value of F indicates that most ofexplained by GDP, anu ̂

the variations in stock market capitalization are unexplained by GDP, CC and

CCxGDP. To determine rejection region of o 5%, there is a great deal of
to infer that the model is valid. Analyses of variance with F-test of

rn means that the model fit the data set and that GDP, CC andprobability or zero

CCxGDP are linearly related to stock market capitalization.
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The relationship between CC and SMC is expressed by 0.076 with a

standard error of 0.0.025 which yields a t-statistic of 3.04 as shown in Table 11

column one. The relationship between GDP and SMC is also described by a

coefficient of 0.877 with a standard error of 0.281. For both variables there is

enough even to conclude that there is significant linear relationship between

them and SMC. The signs are all as expected. The interaction between CC and

GDP turn out not to be significant in explaining variability SMC. That is there

is no significant evidence to conclude that GDP complement CC in explaining

variability in SMC.

Breusch-Pagan test of a large chi-square indicate that heteroskedasticity

is present. In this model, the chi-square value of 34.82 is large, indicating
heteroskedasticity is a problem. DW test of 1.13 implies the errors are serially

orrelated VIP of 4.8 implies that the estimated coefficients are relatively not

stable due to presence of multicollinearity.

From column two of Table 11 the study correct for problem

h t kedasticity The result shows that the relationship between CC and SMC
b describe by 0.076 with robust standard error of 0.022 which yields t-
.  r o /i^ aQ^umine all other variables control for in the model is zero (0).statistic of 3.45 assuniiug

.  xu ^ has oositive effect on SMC and there is enough evidence
This implies that ul. nci& f

-^latmnshiD The relationship between GDP and stock market
to infer a linear reiaiionMiiF

is also described by 0.877 with a standard error of 0.277 which

f . 16 all other things being equal. The signs for CC and GDP areyields t-test oi j-

J  rru^ rnefficient of the interaction term now becomes significant
as expected, ine cue

when the study corrected heteroskedasticity problem. This implies

that GDP complement CC in explaining the variations in SMC.
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Since the interaction term is significant the interpretation of the

parameter of CC can be tricky. To determine the effect of CC the study

calculated the partial effect of CC given the average GDP of 18.64 is described

by 0.244 with a robust standard error 0.092 which yields a t-statistic of 2.66.

Therefore at the average GDP, the study concluded that CC has statistically

significant positive effect on SMC. That is 1% enhancement in CC leads to

0.51% increase in SMC of emerging economies. This supports the work of

Mutenheri & Green (2003).

In the presence of autocorrelated errors, as long as the explanatory

variables are strictly exogenous, the OLS estimators are unbiased. This is

analogous to our results in the case of heteroskedasticity, where the presence of

heteroskedasticity alone does not cause bias or inconsistency in the OLS point

estimates. However, following that parallel argument, our study will be

ncerned with the properties of our interval estimates and hypothesis tests in

the presence of autocorrelation.

A DW test of 1.021 implies the presence of positive autocorrelation in
^0/, cionificance level. That is the error covariances are not zero

the error term at 0 /o signiiiv^a

(0) and this will underestimate the variance of the parameters in the model and
•c#. tn reiect null hypothesis when it is true. Breusch-Pagan test

also can cause use lu

+u«cic that the error variances are all equal versus the alternative
the null hypothesis incu

h error variances are a multiplicative function of one or more variables.
.  • nf 34 82 indicates that heteroskedasticity is present. The

The large chi-square oi

ce of heteroskedasticity alone does not cause bias or inconsistency in the
With the F-statistic of 69.24 which yields F-probability of

OLS point estimates.
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0.000 our result shows the model fit data. The test for serial correlation and

heteroskedasticity reject the null hypothesis for the two tests.

The presence of positive serial correlation implies that our OLS

coefficients are still unbiased and consistent but inefficient because there is no

lagged dependent variable (SMC) on the RHS as an explanatory variable.

Forecasts inefficient, variances of coefficients biased and tests are invalid and

r2 overestimate the fit, indicating a better fit than actually present, and t values

imply significance when in essence insignificant coefficients. The study are

more concerned with the properties of our interval estimates and hypothesis

tests in the presence of serial correlation. OLS is no longer BLUE in the

presence of serial correlation, and the OLS standard errors and test statistics are

no longer valid, even asymptotically.

Since the study recognize that OLS cannot provide consistent interval

estimates in the presence of autocorrelated errors, if the study assume strictly

exogenous regressors the study may be able to obtain an appropriate estimator

through transformation of the model. If the errors follow the AR(1) process in

(1), the study determines that VarM = _ p2y To improve upon the
fiiHv estimate allowing for the presence of autocorrelation andresult the stuay

j  in the model using FGLS. The result as shown in columnheteroskedasticity ih

-r ui 11 confirms that GDP complement the effect of CC on stockthree of Table 11

^ The oartial effect of 0.167 is an improvement on the robustmarket performance, inc^

LS ult which was over estimated. By correcting for heteroskedasticity and
1 tion of the error term the study improve on the reliability of our
.  in the characteristics of the economies sampled does

result. That is difference in

not bias the result.
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Breusch-Pagan test of a large chi-square of 47.33 indicates that

heteroskedasticity is present. DW test of 1.07 implies the errors are serially

correlated.

The stationarity estimation on nonstationary variables had the tendency

to give a misleading parameter estimate of the relationship between independent

variables and dependent variable. Even though there are statistical evidence to

show that CC and GDP influence SMC the study cannot draw a firm conclusion

based on this result because the regression result displayed were based on levels,

nonstationary data series and could represent a spurious problem. Due to fact

that the variables SMC and CC are nonstationary, the study find the first

difference of the variables. The result from Table 10 above shows that the first

difference of the variables is stationary. The pearson correlation matrix of first

difference of the variables improves the problem of multicolinearity since the

correlation coefficients are relatively lower with respect to the variables in

levels as shown in appendix 4.

Even though there are statistical evidence to show that CC and GDP

influence SMC the study cannot draw a firm conclusion based on these results

because the regression results displayed were based on level, nonstationary data

series and could represent a spurious problem. It is also established in literature

that stationary and weakly dependent data is able to correct the effect of serial

correlation on goodness of fit measures, R-squared and adjusted R-squared. Due

to fact that the variables are non stationary, the study found the first difference

f the variables. The result from Table 10 above shows that the first difference

of the variables is stationary. Also to circumvent the problem of endogeneity
onH y.. and serial correlation between Uit and the DOESbetween yu ana xu,
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estimator becomes necessary as OLS will be biase and inefficient. The result of

DOLS estimation is given in Table 12 below.

Variable DOLS Newey-West

AGDP 0.661** 0.482**

(0.194) 0.174

ACC 0.006** 0.005**

(0.002) 0.002

ACCxAGDP 0.005** 0.003**

(0.001) 0.001

Obs 614 614

Number groups 41

R-squared 0.336

Adj R-square 0.306

19.54F(3, 610)
Prob 0.000

Wald chi2 48.3

Prob 0.000

JJepenacril vanouiw r r :> r

Source: Field survey, Winful (2016)

From the Table 12 column one ACC is significant in explaining

'ations in ASMC and the sign also as expected. Interaction variable is also

significant confirm that AGDP complement ACC. The partial effect of ACC on

Asmc expressed as 0.099 with a Newey-West standard error of 0.0316 yields

t tistic of 3 14 improves by 1% ASMC also increases by

0 099% These finding confirms the work of Clark (2003) and Ngugi (2003).
The wald chi-square test is used to test the probability that the

1 t'on coefficients for all the variables included in the models are zero. Our

d t St the validity of the regression model by testing whether all parameters
. 1 « oil pniial to zero. If at least one of the parameters is not equal

each model are an

model does have some validity. A large value of wald chi-square
zero (U;, tne

.  .• fUot variations in stock market capitalization is explained by
of 788.91 indicate inai va

there is a great deal of evidence to infer that the model is
the models. At a :?/<>»
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valid. Analyses of variance with wald chi-square -test of probability zero means

that the model fit the data set hence the quality of the regression.

The R-squared of 0.336 implies the model is able to explain 33.6% of

the variations in ASMC. An average VIF of 2.08 shows how stable the estimated

coefficients are. DW 1.06 shows the errors are positively serially correlated and

Breusch-Pagan test of chi-square of 33.67 indicates the heteroskedasticity is a

problem.

Column two of Table 12 presents Newey-West estimation result. This

would indeed be the proper procedure to follow since it is suspected that the

variables possessed a unit root in their time series representation. Newey-West

standard errors in a time series context are robust to both arbitrary

autocorrelation (up to the order of the chosen lag) as well as arbitrary

heteroskedasticity.

Regression of the first difference of model 2 with ACC gives the result

in Table 12 column two above using Newey-West techniques. In all cases the

variable of interest ACC, is significant given an average AGDP. The result
.1- ^ ^niiimn one above because of the smaller coefficients andimproves that oi cuium

tandard errors recorded. The relationship between ACC and ASMC given
Ai-r»P i<5 described by 0.061 with a Newey-West standard error ofaverage AUi>'r

0199 which yields a t-statistic of 3.06. In all cases there were enough evidence
u ^ W significant linear relationship between ACC and ASMC

to believe that tnere l^>

GDP and ASMC F-value of 19.54 with F-probability of0.000 implies that
j  1 rfc the sample data. A small chi-square 0.258 implies that

the model tus

k dasticity is probably not a problem or at least that if it is a problem it
Itiplicative function of the predicted values. DW of 1.84 indicates that
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the errors are not serially correlated which by implication the regression result

is not spurious. A VIF of 1.8 implies the estimated coefficients are relatively

stable.

Voice and Accountability

Voice and accountability is the degree of citizen participation in

government and in the policy making process. To establish the relationship

between explanatory variables (GDP, VA and VAxGDP), the study needs to

determine how well the model fits the sample data.

rp 1^, ^ Accountabilitv and Stock Market Performance (Levels)
Variable OLS OLS Rob FGLS
GDP 0.751 0.751 0.481

(0.241) (0.227) (0.174)

VA 0.064 0.064 0.042

(0.149) (0.019) (0.017)

VAxGDP 0.011 0.011 0.011

(0.042) (0.003) (0.004)

Constant 4.812 4.812 3.341

(1.021) (0.924) (0.977)
/;i 'n

Number groups 41
R-squLd 0.415 0.488

AdiR-square 0.411
F value 48.15 66.4
prob F 0.000 0,0000
AR(1)

Waldchi2 854.13
0.0001

0.8649

Prob
Deoendent variable SMC; * p <0.1, p < 0.05, *** p < 0.01
Source: Field survey, Winfiil (2016)

Column one of Table 13 is an OLS regression where the study determine

the relationship between explanatory variables (GDP, VA VAxGDP) with the

d  ndent variable (SMC) using the variables in levels. Analyses of variance

'th F test of probability of zero means that the model fit the data set and that

GDP VA and VAXGDP are linearly related to stock market capitalization.
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The relationship between VA and SMC is expressed by 0.064 with a

standard error of 0.149 which yields a t-statistic of 0.43. The relationship

between GDP and SMC is also described by a coefficient of 0.751 with a

standard error of 0.241. The linear relationship between the interaction variable

(VAxGDP) is also described by O.OI I with a standard error of0.042. The signs

are as expected but there are not enough evidence to conclude that there is

significant linear relationship between VA and SMC and VAxGDP and SMC

at 5% significance level. This could be explained by the difference in growth

rate of the emerging economies sampled. In the case of GDP there is enough

evidence to conclude that there is significant linear relationship between them.

The R-square of 0.415implies the model is able to explain 41.5% of the

variations in SMC. DW of 0.961 shows the errors are positively serially

correlated and Breusch-Pagan test of a large chi-square indicate that

heteroskedasticity is present. In this model, the chi-square value of 46.39 is

large, indicating heteroskedasticity is a problem.
Column two above of Table 13 the study correct for problem

h t oskedasticity using robust standard error. The relationship between VA

nd SMC is described by 0.064 with a standard error of 0.019 which yields a t-
^ -2 AA That is there is significant evidence that there is linear

statistic 01

,  . VA and SMC as shown in column two of Table 13 above.relationship between

There is also evidence that GDP complement the effect of VA on SMC.
Because the parameter of interaction variable is significant, it implies

in VA vields a higher increase in SMC for economies with
that an improvemenr in

h* hGDP To explain the partial effect the study plug in the mean value of GDP
pffect So at the mean value of GDP, the partial effect

to obtain the partial ein^ •
of
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VA on stock market performance is bi+ ba (mean of GDP). That is

0.011+0.064(18.64) = 1.2. This means that one percentage increase in the VA

increases stock market performance by 1.2 standard deviations from the mean

SMC.

To test whether the coefficient of the interaction term (1.2) is statistical

different from zero (0), the study rerun the regression, where the study replace

the interaction term (VAx GDP) with the difference between GDP and mean

GDP multiply by VA ((GDP - GDP)VA). This gives a new coefficient on VA,

the estimated effect GDP=18.64, along with its standard error. Running this

new regression gives the standard error of the coefficient + ft (18.64) = 1.2

as 0.472 which yields a t=2.92). Therefore at the average GDP, the study

concludes that VA has a statistically significant positive effect on SMC. The

variable of interest VA is also positive and significant as expected indicating

that higher level of VA are associated with SMC. This outcome indicates that

VA is good predictors of stock market development in emerging countries. The

VA coefficient of 0.064 is misleading because it does not account for the effect

of GDP on VA in explaining variations in SMC.

Test for serial correlation in the error terms with DW reject the null

h  thesis at 5% significance level. DW value of 1.364 implies the study have

't've serial correlation of the error terms which is normal for time series data.
test of a large chi-square value of 47.91 indicates that

13rcusdi''^

h t skedasticity is present. An average VIF for the model shows that the
rf.iativelv stable and that the explanatory variables arecoefficients are reiauv^;-

moderately correlated.
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To improve upon the result the study correct for autocorrelation and

heteroskedasticity in the model using FGLS the results are shown column three

ofTable 13. Comparing the results in Table 13 (column three and two) the study

could see improvement the estimated coefficients. The reported standard

deviation for column three turns to be relatedly smaller than column two. The

partial effect of VA on SMC is described by 0.24 with a standard error of 0.072

which yields a t-statistic of 3.43. It is also established that GDP complement the

effect of VA on SMC.

The wald chi-square test is used to test the probability that the

correlation coefficients for all the variables included in the models are zero. A

large value of wald chi-square of 854.13 indicate that variations in stock market
capitalization is explained by the models. At a 5%, there is a great deal of

evidence to infer that the model is valid. Analyses of variance with wald chi-

uare test of probability zero means that the model fit the data set hence the

quality of the regression. DW of 1.24 shows the errors are positively serially
elated and Breusch-Pagan test of a large chi-square 49.92 indicate that

heteroskedasticity is present.

Even though there are statistical evidence to show that VA and GDP
o* /r/- Qtiidv cannot draw a firm conclusion based on this resultinfluence SMC tne s>iu y

-^ccinn result displayed were based on levels, nonstationary data
because the regre^^i^jti

d could represent a spurious problem. Due to fact that the variables

C GDP and VA are non stationary, the study finds the first difference of the
Th result of panel unit root test from Table 10 above shows, that the

variables is stationary. The pearson correlation matrix of
first difference of the van

x/arlables improves the problem of multicolinearity sincefirst difference of the van

165



the correlation coefficients are relatively lower with respect to the variables in

levels as shown in appendix 4.

Though there is statistical evidence to show that VA and GDP influence

SMC the study cannot draw a firm conclusion based on these results because

the regression results displayed were based on level, nonstationary data series

and could represent a spurious problem. It is also established in literature that

stationary and weakly dependent data is able to correct the effect of serial

correlation on goodness of fit measures, R-squared and adjusted R-squared. Due

to fact that the variables are non stationary, the study found the first difference

of the variables. The result from Table 10 above shows that the first difference

of the variables is stationary. Also to circumvent the problem of endogeneity

between yu and Xu and serial correlation between Uu and Vft, the DOLS

estimator becomes necessary as OLS will be biased and inefficient. The result

of DOLS estimation is given in Table 14 column one below.

T hie 14 - Voice ̂  Accountability and Stock Market Performance (diffi
^  Variable DOLS Newey-West

AGDP 0.334 0.481
(0.106) 0.148

AVA 0.005 0.008
(0.002) 0.003

AVAxAGDP 0.003 0.001
(0.003) 0.000

Obi 614 614
Number groups

R-squared 0.364
Adj R-square 0.339
F(3,610) 23.61
Prob 0.000

Waldchi2 41.8
Prob 0.0000

p^^^jJdiSTvariable SMC; p < 0.1, ** p < 0.05, *** p < 0.01
Source: Field survey, Winful (2016)
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With this technique the study accounts for endogeneity problem as well

autocorrelation in the model. The partial effect of AVA on ASMC is still

significant and it is expressed by 0.061. By implication 1% increased AVA leads

to 0.061% increase in ASMC given average AGDP. The coefficients are

moderately stable because of VIF of 2.38. The model rejects the null hypothesis

of no serial correlation at 5% significance level.

DW 1.12 shows the errors are positively serially correlated and Breusch-

Pagan test of chi-square of 53.42 shows the heteroskedasticity is a problem.

Accounting for endogeneity and autocorrelation our result looks more efficient

and reliable the reported smaller coefficients and standard errors.

Column one of Table 14 above the study corrects for both serial

correction and heteroskedasticity problem in the model Newey West estimation

technique. Newey-West standard errors in a time series context are robust to

both arbitrary autocorrelation as well as arbitrary heteroskedasticity.

The relationship between AVA and ASMC is described by a coefficient

of 0 008 using Newey-West techniques. There is sufficient evidence that there

is linear relationship between AVA and ASMC. Our study also have sufficient

evidence to conclude that there is complementary effect between AVA and

AGDP on SMC. The partial effect of AVA on SMC given mean of AGDP is

pressed by 0 023 with a Newey-West standard error of 0.007 which yield a
.  . ^ 17 Rv accounting for the effect of both serial correlation andt-statistic or j-i w

h t roskedasticity the coefficients of the parameters and their standard error

h  all reduced making them more realistic and efficient and unbiased. F-value

f 23 61 with F-probability of 0.000 implies that the model fits the sample data.

Th result in column two Table 14 using Newey-West techniques yields stable
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coefficients as confirmed by VIF of 2.01 for the model. Breusch-Pagan test of

small chi-square 0.541 implies that heteroskedasticity is probably not a problem

or at least that if it is a problem it isn't a multiplicative function of the predicted

values. DW of 1.93 shows that the errors are now not serially correlated. As

serial correlation and heteroskedasticity are corrected in the model, the problem

of different characteristic of emerging economies sampled is neutralized in the

model.

Rule of Law

Rule of law is an independent, impartial judiciary; the presumption of

innocence; the right to a fair and public trial without undue delay; a rational and

proportionate approach to punishment; a strong and independent legal

profession* strict protection of confidential communications between lawyer

and client* equality of all before the law; these are all fundamental principles of

the Rule of Law (IBA, 2009).

To determine and explain the coefficients in model 2 with RL where the

study establishes the relationship between explanatory variables (GDP, RL and

RLxGDP) the study needs to determine how well the model fits the sample

data The study used three statistics to assess the model's fit. These are standard

ror of estimates, coefficient of determination, and the F-test of the analysis of

iance If standard error of estimate is large, the model is a poor one. the study

judges the value by comparing it to the value of dependent variable, SMC. Since
1  el model 2 with RL the root MSB is 0.114 is relatively smaller than SMC,

d  appear that the standard error of estimate is small hence the model is
fit of the data sample. This result is confirmed by coefficient of^oo

.  n /145 This implies that 55.5% of the variations in SMC are notdetermination
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accounted for by the model as depicted in the result Table 15 below. Average

variance inflation factor of 3.7 implies the effect of multicollinearity is minimal

on the estimated coefficients. The F-value of 48.15 shows that the model fits

well the data set.

Table 15 - Rule of Law and Stock Market Performance (Levels)
Variable OLS OLS Rob FGLS

GDP 0.811 0.811 0.818

(0.309) (0.302) (0.227)
RL -0.048 -0.048 0.041

(0.027) (0.013) (0.011)
RLxGDP -0.009 -0.009 0.007

(0.008) (0.003) (0.002)
Constant 2.311 2.311 3.314

(0.452) (0.768) (0.833)

Obs 615 615 615

Number groups 41

R-squared 0.445 0.445

Adj R-square 0.411

F value 48.15 48.06

Prob F 0.000 0.001

AR(l) 0.7915

Wald chi2 973.36

Prob 0.0001

Dependent variable SMC; *p<0.1,**p< 0.05, *** p < 0.01
Source: Field survey, Winful (2016)

Model 2 of Table 15 column one above is the regression where the study

determines the relationship between explanatory variables (GDP, RL and

RLxGDP) with the dependent variable (SMC) using the variables in levels. The

study also test the validity of the regression model 2 by testing whether all

parameters are equal to zero. If at least one of the parameters is not equal to zero

(0) the model does have some validity. A large value of F indicates that most

of the variation in stock market capitalization is explained by GDP, RL and

RLxGDP a small value of F indicates that most of the variations in stock

market capitalization are unexplained by GDP, RL and RLxGDP. To determine

rejection region of a 5%, there is a great deal of evidence to infer that the model
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is valid. Analyses of variance with F-test of probability of zero means that the

model fit the data set and that GDP, RL and RLxGDP are linearly related to

stock market capitalization.

The relationship between RL and SMC is expressed by -0.048 with a

standard error of 0.027 which yields a t-statistic of -1.78. Even though the sign

is not as expected there are no enough evidence to statistical conclude that there

is significant linear relationship between them. What account for this is the

possible difference in growth rate of emerging economies sampled. The

relationship between GDP and SMC is also described by a coefficient of 0.811

with a standard error of 0.309 which yields t-statistic of 2.62. Here there is

enough evidence to conclude that there is positive linear relationship and the

sign of the coefficient is as expected. The interaction between RL and GDP turn

out not to be significant in explaining variability SMC. That is there is no

significant evidence to conclude that GDP complement RL in explaining

variability in SMC. The sign is also not as expected. Test for the presence of

heteroskedasticity using Breusch-Pagan test gave a large chi-square of 34.82

indicating that heteroskedasticity is present. DW test 1.87 shows the errors are

not statistically positively serially correlated.

Column two of Table 15 below the study corrects for the problem of

heteroskedasticity by estimating robust standard. Our variable of interest is RL

and the study control for GDP and the interaction of two explanatory variables.

The results shows that the relationship between RL and SMC can be describe

by -0 048 with standard error of 0.013 which yields t-statistic of -3.81 assuming

all other variables control for in the model is zero (0). This implies that RL has

negative effect on stock market performance but there is enough evidence to
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infer a linear relationship. The relationship between GDP and SMC is also

significant. The sign for RL is not as expected but GDP had the expected sign.

The coefficient of the interaction term is significant and negative, which implies

that GDP compete with RL in explaining the variations in SMC.

Since the interaction term is significant the interpretation of the

parameter of RL can be tricky. To determine the statistical significance of the

coefficient of the partial effect of RL on SMC the study needs to rerun the

regression where the study replaces the interaction variable with GDP less the

average GDP multiple by RL. Running this new regression gives the standard

error for the partial coefficient -0.216 as 0.168, which yields t = -3.04. The study

concludes that RL has statistically significant negative effect on stock market

performance. That is 1% enhancement in RL leads to 0.22% reduction in SMC

of emerging economies. The sign is not as expected. This finding is counter

intuitive.

In the presence of autocorrelated errors, as long as the explanatory

variables are strictly exogenous, the OLS estimators are unbiased. A DW test of

0 67 implies the presence of positive autocorrelation in the error term. That is

the error covariances are not zero (0) and this will underestimate the variance

of the parameters in the model and also can cause us to accept null hypothesis

when it is false. The F probability of 0.000 implies the data fits the model.

B usch Pagan test of a large chi-square 42.54 indicates that heteroskedasticity
esent The presence of heteroskedasticity alone does not cause bias or

nsistency in the OLS point estimates. The presence of positive serial

lation also implies that our OLS coefficients are unbiased and consistent

but inefficient.

171



To improve upon our result the study corrects for both heteroskedasticity

and serial correlation by using FGLS technique, result is shown in column three

of Table 15. This technique confirms that RL, GDP and their interaction are

significant in explaining the variations in SMC at 5% significance level. Since

GDP influences RL the study estimates the partial effect of RL on SMC. The

estimated coefficient of 0.172 with a standard deviation 0.05 yields z statistic of

3.41. Our study now have an improved result where RL is significant and also

with the expected sign.

A large value of wald chi-square of 973.36 indicate that variations in

stock market capitalization is explained by the models. At a 5%, there is a great

deal of evidence to infer that the model is valid. Analyses of variance with wald

chi-square -test of probability zero means that the model fit the data set hence

the quality of the regression. Test for serial correlation of DW 0.997 and

heteroskedasticity test using Breusch-Pagan test which has a chi-square of 53.97

indicate that serial correlation and heteroskedasticity are present in the model.

The variance inflation factor of 5.18 shows that the result is not relatively stable

as it is close to VIF of 5. Comparing column three with column two of Table

15 our study realizes an improvement in the result. The parameters were

overestimated under column two above due to the presence of serial correlation

and possible heteroskedasticity problem.
Since the regression has been on the variables in levels and the variables

GDP and SMC are non stationary, makes the results inefficient. The first

difference makes GDP, RL and SMC stationary. To circumvent the problem of

dogeneity and serial correlation the DOLS estimator becomes necessary as

OLS and FGLS will be biased and inefficient.
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The result of DOLS estimation is given in Table 16 below. From column

one of Table 16 it can be established that ARL is significant in explaining

variations in ASMC and the sign also as expected. Interaction variable is also

significant confirm that AGDP complement ARL. The partial effect of ARL on

ASMC expressed as 0.062 with a Newey-West standard error of 0.02 yields a t-

statistic of 3.04. That is as RL improves by 1% ASMC also increases by 0.062%.

The R-squared of 0.357 implies the model is able to explain 35.7% of the

variations in ASMC. Bresuch-Pagan test (chi-squares 31.87) and DW (0.368)

reject the null hypothesis for the two tests. Wald chi2 of probability of 0.000

implies the data set fits the model well,

jable 16 - Rule of Law and Stock Market Performance (Diff)
DOLS NVariable ewey-West

AGDP 0.441 0.621

(0.158) (0.199)

ARL 0.006 0.006

(0.002) (0.002)

ARL xAGDP 0.003 0.002

(0.001) (0.000)

Obs 614 614

Number groups 41

R-squared 0.357

Adj R-square 0.349

F(3, 610) 35.44

Prob 0.000

Wald chi2 57.3

Prob 0.000
^ ̂  f\ {\^ ^9ie:k ^ ̂  t\ A1

Somce: Field survey. Winful (2016)

Since the variables possessed a unit root in their time series

sentation the study apply Newey-West standard error which is robust to

b th rbitrary autocorrelation as well as arbitrary heteroskedasticity to make the
result more efficient.
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The result shows an improvement on the result in column three of Table

15 above. It could be deduced that the coefficients of the parameters are over

estimated and so also is the standard errors. The variable of interest is till

significant and the sign is as expected. The relationship between ARL and

ASMC is expressed by 0.006 with a 0.002 Newey-West standard error all other

variables constant. The coefficient of 0.043 depicts the partial effect of ARL on

ASMC. By implication 1% improvement in ARL assuming an average value of

AGDP leads to 0.043% increase in ASMC. There is enough evidence to

conclude that there is linear relationship between ARL and ASMC at 5%

significance level.

It could be deduce from the analysis that as the study correct for

heteroskedasticity and serial correlation, the standard errors of the estimates

become reasonable smaller, indicating how efficient and reliable the result have

become Breusch-Pagan test with a small chi-square 0.412 implies that

heteroskedasticity is probably not a problem or at least that if it is a problem it

isn't a multiplicative function of the predicted values. DW test (2.012) also

shows that the problem of serial correlation of the errors has been corrected.

Post estimation test support the result that the model fit the sample data and the

suit is an efficient and unbiased result as shown in Table 15 column two.

U ■ g the first difference of the variables the VIF 1.91 is a confirmation of the
reliability of the result.
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Regulatory Quality

The regulatory quality defines the capacity for government to formulate

and implement sound policies and regulations that permit and promote private

sector development. The objective of this section is to test the hypothesis that

regulatory quality (RQ) has no effect on stock market performance. To test the

validity of the linearity of model 2 in levels with RQ, the study sets all the all

parameters to be equal to zero. If at least one of the parameters is not equal to

zero (0), the model does have some validity. A large value of F test of 48.15

indicates that most of the variation in stock market performance is explained by

RQ GDP and their interaction. Analyses of variance with F-test of probability

zero means that the model fit the data set and that gross domestic product and

RQ are linearly related to stock market performance. Average variance inflation

factor of 3 0 implies the effect of multicollinearity is minimal and the

coefficients are relatively stable.

17 , Regulatory Quality and Stock Market Performance (Level)
Variable FGLS
GDP

RQ

RQxGDP

Constant

Obs

Number groups
R-squared

Adj R-square
F value
Prob F

AR(1)
Wald chi2

Prob

0.948***
(0.282)
0.077

(0.103)
0.011

(0.082)
7 014***
(1.364)

615

0.477

0.411

48.15

0.000

0.948***

(0.206)
0.077**

(0.015)
0.011*

(0.004)
7.014***

(0.977)

615

0.477

57.94

0.000

0.818***

(0.171)
0.077***

(0.023)
0.008**

(0.003)
7.274***

(1.147)

615

41

*p<O.L
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Column one of Table 17 above is the regression where the study

determines the relationship between explanatory variables (GDP, RQ and

RQxGDP) with the dependent variable (SMC) using the variables in levels. The

study also test the validity of the regression model 2 by testing whether all

parameters are equal to zero. If at least one of the parameters is not equal to zero

(0), the model does have some validity. A large value of F indicates that most

of the variation in stock market capitalization is explained by GDP, RQ and

RQxGDP. a small value of F indicates that most of the variations in stock

market capitalization are unexplained by GDP, RQ and RQxGDP. To determine

rejection region of a 5%, there is a great deal of evidence to infer that the model

is valid Analyses of variance with F-test of probability of zero means that the

model fit the data set and that GDP, RQ and RQxGDP are linearly related to

stock market capitalization.

The relationship between RQ and SMC is expressed by 0.077 with a

t ndard error of 0.103 which yields a t-statistic of 0.75. Even though the sign
pected there are no enough evidence to statistical conclude that there is

t linear relationship between them. The relationship between GDP and
sign

MC * also described by a coefficient of 0.948 with a standard error of 0.282
X  nf 3 36. Here there is enough evidence to conclude that

which yields t-statistic oi

•  • Unpar relationship and the sign of the coefficient is as expected,
there is positive iincm

.  RO and GDP turn out not to be significant in explaining
The interaction betwec v

That is there is no significant evidence to conclude that GDPvariability SMC. ina

jn exolaining variability in SMC. This could be due tocomplement RQ m c f

o+^rictic of the sampled economies. Test for the presence ofdifferences in characterisii
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heteroskedasticity using Breusch-Pagan test gave a large chi-square of 43.16

indicating that heteroskedasticity is present.

From column two of Table 17 the study corrects for the problem of

heteroskedasticity by estimating robust standard. Our variable of interest is RQ.

The result shows that the relationship between RQ and SMC can be describe by

0.077 with standard error of 0.015 which yields t-statistic of 4.17 assuming all

other variables control for in the model is zero (0). The sign for RQ is as

expected. The coefficient of the interaction term is significant and positive,

which implies that GDP complement RQ in explaining the variations in SMC.

The coefficient of the partial effect of RQ on SMC is expressed by 0.22

with a standard error of 0.063 which yields t-statistic of 3.48. Therefore at the

average GDP, our study concludes that RQ has statistically significant positive

effect on SMC at 5% significant level. That is 1% enhancement in RQ leads to

0 063% increase in SMC of emerging economies. The sign is as expected.
Durbin-Watson test of 0.614 implies the presence of positive

autocorrelation in the error term providing evidence on the non-stationarity of

the data series and affirming the need to make them stationary. Breusch-Pagan

t St with a chi-square value of 34.19 is large, indicating heteroskedasticity is a

problem.

Just like the result of other elements of IQ discussed above, due the

e of positive serial correlation OLS coefficients will be unbiased and

• t nt but inefficient. To improve upon our results the study rerun using
.  « fprhniaue correcting for both heteroskedasticity and serial

FGLS estimating tecnruMu

AM and the results are shown in column three of Table 17correlation m model au

above.

177



Our study confirm that RQ, GDP and its interaction are significant in

explaining the variations in SMC. Since GDP influences RQ the study estimates

the partial effect of RQ on SMC which gives estimated coefficient of0.226 with

a standard deviation 0.0769 yields z statistic of 2.94. The study now have an

improved results where RQ is significant and with the expected sign. Wald chi-

square value of 867.77 and p-value of 0.000 implies the model fits the data set.

DW of 0.692 implies that serial correlation of the error term is a problem.

Breusch-Pagan test of 41.95 also implies that heteroskadicity is also a problem.

Comparatively column three is more improved result than column two of Table

17 The parameters were overestimated under column two due to the presence

of serial correlation and heteroskedasticity.

Since the regression has been on the variables in levels and the variables

GDP and SMC are non stationary, makes the results inefficient. The first

difference makes GDP, RQ and SMC stationary. To circumvent the problem of

ndogeneity and serial correlation the DOLS estimator becomes necessary as it

gives unbiased and efficient result.
„ . ,o ffrrrf'"'""' Stock Market Capttalimion (Diff)
^ Variable DOLS Newey-West

JGDP 0.748*** 0.413**
(0.198) (0.140)

^RQ 0.071*** 0.005**
(0.023) (0.002)

AROxAGDP 0.008** 0.001*
(0.003) (0.000)

Obi 614 614
Number groups

R-squared

Adj R-square 0.389
F(3, 610) 35.44
Prob 0000

Wald chi2 53.7
Prob 0^001

SMC; * p < u.i, ** p < 0.05, *** p < 0.01See pTeld survey, Winfiil (2016)
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To avoid the problem of endogeneity and serial correlation, the DOLS

estimator becomes necessary as OLS and FGLS will be biased and inefficient.

The result of DOLS estimation is given in column one of Table 18 above. The

result shows that ARQ is significant in explaining variations in ASMC and the

sign also as expected. Interaction variable is also significant confirms that

AGDP complement ARQ. It is also established that AGDP complement the

effect of ARQ on ASMC. The partial effect of ARQ on ASMC expressed as 0.22

with a Newey-West standard error of 0.072 yields a t-statistic of 3.06. That is

as ARQ improves by 1% ASMC also increases by 0.22%. The R-squared of

0 394 implies the model is able to explain 39.4% of the variations in ASMC.

With DW test of 1.21 the study reject that the errors are serial correlated.

Wald chi-square value of 53.7 and a probability of 0.001 imply the data set fits

the model well. Breusch-Pagan test chi-square of 45.91 rejects the null

hypothesis of homoskedasticity. VIF of 3.91 shows that the coefficients from

the model are all moderately stable.
Using Newey West technique the study corrects for both

h t oskedasticity and serial correlation in the model using the variables in their

first difference to make the result more efficient.
Comparing the result from column three of Table 17 with column one if

Table 18 the study sees improvement in the result. The variables of interest are
'f cant and the signs are as expected as shown in Table 18 above. From

th result 1% increase in ARQ assuming an average value of AGDP leads to
a<5MC There is enough evidence to conclude that there is

0.024% increase m A^ivn-.
hptween ARQ and ASMC. This is an improvement of the

linear relationsmp u

overestimated coefficients in the earlier two techniques.
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F-value of35.44 with a p-value of0.000, points to the fact that the model

fits the data set well. The VIP 1.79 support that the coefficients are stable and

reliable. Breusch-Pagan test of a small chi-square 0.718 implies that

heteroskedasticity is probably not a problem or at least that if it is a problem it

isn't a multiplicative function of the predicted values. DW also of 2.01 implies

the residuals are not serially correlated.

Political Stability

This indicator addresses those factors which undermine political

stability such as conflicts of ethnic, religious, and regional nature, violent

actions by underground political organizations, violent social conflicts, and

external public security. To test the validity of the linearity of model 2 with PA,

the study sets all the parameters, be equal to zero. All the parameters estimated

in the model were equal to zero (0) which implies the model is valid and fits

well the data Average variance inflation factor of 4.4 implies the effect of

It* ollinearity is high which indication that the estimated coefficients are
^  A laree value of F-statistic of 53.25 indicates that most of

relatively not staDie. a

h  riation in stock market capitalization is explained by GDP, PS and

PSxGDP as shown in column one of Table 19 below.
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-r„K.. 1Q ■ PnliticalSf-""""
Variable

A mo*0
GDP

PS

pSxGDP

Constant

Obs

Number groups
R-squared

Adj R-square
F value
Prob F

AR(1),
Wald chi2

Prob
Wain

Prob

(0.118)
0.082

(0.057)
0.009

(0.023)
12.744***
(1.264)

615

0.541

0.411
53.25

0.000

.922***
(0.193)
0.082**

(0.039)
0.009***
(0.002)
12.744***
(2.100)

615

0.541

49.14

0.000

0.811***

(0.264)
0.026***

(0.009)
0.009***

(0.003)
8.311***

(1.703)

615

41

0.8954

887.92

0.0001

rT;;rcMC~^p < 0.1, ** P < P " "

u- h vields a t-statistic of 1.44. This implies there isof 0.057 which yieia5> astandard error • hypothesis that there is no statistical
/tVi pvidence to rejnot enoug relationship between GDP and

.  ear relationship between them. Thpositive line fficient of 0.922 with a standard error of 0.811
.  t n /^p^cribed by ̂SMC IS also enough evidence to reject the null

yields a t-statistic interaction between PS and GDP
.  fno significant relationsh'P-Thehypothesis ot no b variability SMC. That is there is no

.  he significant in expiami g
turn out not to oe e complement PS in explaining

to conclude that our
significant evidenc variations in

a\Ar The model is
variability in SMt^- Breusch-Pagan test shows that

uare value of 34.»^SMC. A large ch'-®fi pw of 1.412 implies that serial
is a probicn m the m

correlation of the
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The study correct for problem heteroskedasticity and the result is as

shown In column two of Table 19. The result shows that the relationship

between PS and SMC can be describe by 0.082 with standard error of 0.039

which yields t-statistic of 2.12 assuming all other variables control for in the

model is zero (0). This implies that PS has positive effect on SMC but there is

not enough evidence to infer a linear relationship at 5% significant level. The

coefficient of the interaction term is significant and positive indicating a

complementary of GDP to PS in explaining variations SMC.

The partial effect of PS is described by coefficient 0.25 and significant

all the traditional significant level. That is 1 % enhancement in PS leads to 0.25%

increase in SMC of emerging economies. The sign is as expected.

A DW test of 0.971 implies the presence of positive autocorrelation in

the error term. That is the error covariances are not zero (0) and this will

erestimate the variance of the parameters in the model and also can cause us

to accept null hypothesis when it is false. In effect, Durbin-Watson test
ndicated presence of high positive serial correlations in the regression residuals

1  1 providing further evidence on the non-stationarity of the data series and
.  to make them stationary. Breusch-Pagan test of large chi-affirming the neeu lu

quare 39 48 implies that heteroskedasticity is probably a problem or at least
it isn't a multiplicative function of the predicted values,

that if it IS a problem h i^»

The F probability of 0.000 implies the data fits the model.
The presence of positive serial correlation and heteroskedasticity

^ nT S coefficients are still unbiased and consistent but
implies that our

ffi ' t This implies that forecasts inefficient, variances of coefficients
•fivalid and overestimate the fit, indicating a better fit than

biased, tests are mva
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actually present, and t values imply significance when in essence insignificant

coefficients.

To improve upon our result the study adopts GLS estimating technique.

Generalized least squares (GLS) allow models to correct for heteroskedasticity

and serial correlation and the results are shown in column three of Table 19.

This technique confirms that PS, GDP and their interaction are significant in

explaining the variations in SMC. By this the study rejects our null hypothesis

that PS has no significant linear relationship with SMC. Since GDP influences

PS the study estimates the partial effect of PS on SMC. The estimated

coefficient of 0.194 with a standard deviation 0.065 yields z statistic of 2.99.

Comparing column two and three of Table 19, the study realized that the

parameters were overestimated under column two is due to the presence of serial
correlation and heteroskedasticity. DW 0.974 and test Breusch-Pagan test of

nf 39 48 implies that heteroskedasticity and serial correlationlarge chi-scjuare oi r

f the error term is still a problem. Wald chi-square value of 887.92 and p-value

of 0.001 implies the model fits the data set.
Test for unit root of GDP, PS and SMC reject the null hypothesis that

o+oti*nnflrv The test for unit root in first difference of the
the variables are stationary.

.  Thatisthestudy fails to reject unit root of the variables
variables was stationary.

h ' first difference. The study rerun the regression using dynamic OLS to
circumvent the problem of endogeneity as well as serial correlation.

W'th DOLS APS is significant in explaining variations in ASMC and
«prted Interaction variable is also significant confirm that

the sign also as exp
+ ap<2 The partial effect of APS on ASMC expressed as 0.08AGDP complement * f

ot standard error of 0.026 yields a t-statistic of 3.11. That is
with a Newey-west s
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as APS improves by 1% ASMC also increases by 0.08% given average AGDP.

The R-squared of 0.481 implies the model is able to explain 48.1% of the

variations in ASMC. A DW test of 1.08 the study rejects the null hypothesis that

the errors are serial correlated. Breusch-Pagan test of large chi-square 47.13

implies that heteroskedasticity is probably a problem. Wald chi-square of
probability of 0.000 implies the data set fits the model well. Test of

.  „• i^,.,-inoVIF of 2.09 shows that the model estimated coefficientsmulticollmearity using vir

are relatively stable. Comparing the result from column three of Table 19 with
I  one of Table 20, the study realizes an improvement the result as

depicted by the relatively lower coefficient values and Newey-West standard
errors for the parameters of interest.

(0.110)
0.005**
(0.002)
0.004***

M4

41

0.481

0.477

39.8

0.000

„ , V ^tahilUv "«'! Hock Market Performance (Dj
Table 20 - DOLS Newey-WestDOLSVariable

0.301**

(0.103)
0.004**

(0.001)
0.003*

(0.002

614

APS xAGDP

Obs

Number groups
R-squared

Adj R-square
F(3, 610)
Prob

Wald chi2

35.44

0.000

05, *** p<0.01
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The study correct for the problem of serial correlation and

heteroskedasticity in the model using Newey-West technique to make the result

more efficient and reliable as shown in column two of Table 20.

With the first difference of the variables of interest the study determines

whether the variables are linearly related to ASMC using Newey-West

technique to control for both heteroskedasticity and serial correlation. The result

is as given in column two of Table 20 above. The result in the table improves

the earlier result. The variables of interest are still significant and the signs are

as expected. The result confirms that there is enough evidence to conclude that

there is a linear relationship between APS and ASMC and this relationship is

expressed by 0.004. It was again established that AGDP complement the effect

of APS on ASMC. The partial effect of APS on ASMC is described by 0.06 with

Newey-West standard error of 0.021 which yields a t-statistic of 2.91.

An F-value of 35.44 with probability of 0.000 implies the model fits the

model fits the data set. An average VIE of 1.09 for the model shows how the

coefficients of the model are stable. Breusch-Pagan test the null hypothesis that

the error variances are all equal versus the alternative that the error variances

are a multiplicative function of one or more variables. A small chi-square 0.228

implies that heteroskedasticity is probably not a problem or at least that if it is a

problem it isn't a multiplicative function of the predicted values. DW of 1.99

also implies the errors are not serially correlated.
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Government Effectiveness

Government effectiveness measures the quality of public services and

policy formulation and implementation, and thus indicates the credibility of the

government's commitment to such policies. Our study examined the effect of

GE and GDP on stock market performance (SMC) of emerging economies. To

test the validity of the linearity of model 2 with GE, the study sets all the

parameters, be equal to zero. A large value of F indicates that most of the

variation in stock market capitalization is explained by GDP, GE and GExGDP.

This implies the model is valid and fits well the data. Average variance inflation

factor of 4.7 implies the effect of multicollinearity is high which indication that

the estimated coefficients are relatively not stable. A large value of F-statistic

of 48.21 indicates that most of the variation in stock market capitalization is

explained by GDP, GE and GExGDP. The model is able to explain 41.1% of

the variation in SMC as depicted in column one of Table 21 below.

Table 21 - Government Effectiveness and Stock Market Performance (Level)

Variable OLS OLS Rob FGLS

GDP 0.921*** 0.921*** 0.711***
(0.238) (0.236) (0.202)

GE 0.011 0.011*** 0.009***
(0.009) (0.002) (0.003)

GExGDP 0.009 0.009*** 0.007***
(0.007) (0.003) (0.002)

Constant 11.028*** 11.028*** 7.048***
(2.864) (3.206) (1.377)

Obs 615 615 615
Number groups 41

R-squared 0.445 0.445

Adj R-square 0.411

F value 48.21 48.14

Prob F 0.000 0.000

AR(1) 0.8814

Wald chi2 972.06
Prob 0.0000

**

Source: Field survey, Winflil (2016)
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The relationship between explanatory variables (GDP, GE and

GExGDP) with the dependent variable (SMC) using the variables in levels. To

determine rejection region of a 5%, there is a great deal of evidence to infer that

the model is valid. The relationship between GE and SMC is expressed by 0.011

with a standard error of 0.009 which yields a t-statistic of 1.22. To test the

statistical significance of the linear relationship, the study found out that there

is not enough evidence to reject the null hypothesis no relationship between GE

and SMC. The relationship between GDP and SMC is also described by a

coefficient of 0.921 with a standard error of 0.238. At 5% significant level the

study rejects the null hypothesis that there is significant relationship between

GDP and SMC. The signs are all as expected. The interaction between GE and

GDP turn out not to be significant in explaining variability in SMC. That is there

is no significant evidence to conclude that GDP complement GE in explaining

variability in SMC. Breusch-Pagan test of a large chi-square value of 34.82

indicate that heteroskedasticity is present. A DW test of 1.13 the study rejects

the null hypothesis that the errors are serial correlated.

In column two above the study corrects for problem of

h teroskedasticity by computing robust standard error. The result shows that

th re is enough evidence to conclude that there is linear relationship described
by 0 011 between GE and SMC assuming that GDP is constant. The study also
t blishes that there is complementary relationship between GE and GDP to

SMC making the coefficient of GE of 0.011 misleading. To determine the effect

of GE the study calculates the partial effect of GE given the average GDP of

18 64 is described by 0.179 with a robust standard error 0.067 which yields a t-
statistic of 2.66.
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With the F-statistic of 48.14 which yields F-probability of 0.000 the

study presents that the model fit data. DW test of 0.719 for serial correlation

and Breusch-Pagan test of chi-square of 49.17 for heteroskedasticity reject the

null hypothesis for the two tests at 5% significant level.

To improve upon the result the study corrects for the presence of

autocorrelation and heteroskedasticity in the model using FGLS. The result as

depicted in column three Table 21 above confirms that GDP complement the

effect of GE on SMC and this is described by 0.007 with a standard error of

0 002 The partial effect GE on SMC is expressed by 0.139 at 5% significance

level is an improvement on the overestimated OLS result as shown in column

two of Table 21. Using FGLS it again established that GDP complement the

effect of GE on SMC which is expressed by 0.007 with a standard error of0.002.

DW test of 0.218 for serial correlation and Breusch-Pagan test of chi-square of

36 84 for heteroskedasticity reject the null hypothesis for the two tests at 5%

significant level. A wald chi-square value of 972.06 which yields p-value of

0.000 means the model fits well the data set.

To account for the nonstationarity of the variables in the model as shown

in Table 10 above the study takes the first difference of the variables which

make all the variables stationary. The study then controls for the problem of

endogeneity by running the regression with DOES technique. The result

tablished that the linear relationship between AGE and ASMC can be

d scribed by 0 006 with a standard error of 0.003. There is enough evidence to

onclude that there exist a linear relationship between AGE and ASMC given

that other explanatory variables in model are constant.
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The relationship between the interaction variable in model and ASMC is

also expressed by 0.005 with a standard error of 0.002 as shown in column one

of Table 22 below. This implies that AGDP complements the effect AGE on

ASMC. Since the interaction variable is significant the explaining of AGE

assuming AGDP is zero is unrealistic. This is because zero AGDP is not in the

range of AGDP data in the sample. The partial effect of AGE assuming average

AGDP is expressed by 0.16 with a Newey-West standard error of 0.054.

Table 22 - Government Effectiveness and Stock Market Performance (Diff)
Variable DOES Newey-West

AGDP 0.483*** 0.409***

(0.139) (0.148)
AGE 0.006* 0.004**

(0.003) (0.001)
AGE xAGDP 0.005** 0.002**

(0.002) (0.001)

Obs 614 614

Number groups 41

R-squared 0.367

Adj R-square 0.363

F(3, 610) 44.16

Prob 0.001

Wald chi2 46.4

Prob 0.000

Dependent variable SMC; *p<0.1,**p< 0.05, *** p < 0.01
Source: Field survey, Winful (2016)

Controlling for the effect of endogeneity and autocorrelation the result

is much better than the FGLS result above. The study rejects the null hypothesis

that the errors are not serial correlated with DW test of 0.397. With Breusch-

Pagan test of chi-square of 38.09 the study also rejects the null hypothesis of

homoskedasticity. Wald chi-square value 46.4 with probability of 0.000 shows

that the data set fits the model well.

In column two above the study establishes the relationship between AGE

and ASMC by correcting for both heteroskedasticity and serial correlation using

Newey-West technique. The result in the table improves the earlier result. The
189



variables of interest are still significant and the signs are as expected. The result

confirms that there is enough evidence to conclude that there is a linear

relationship between AGE and ASMC and this relationship is expressed by

0.004. There is also enough evidence to conclude that GDP complement GE on

the effect on ASMC.

The partial effect of AGE on ASMC is described by 0.041 with Newey-

West standard error of 0.013 which yields a t-statistic of 3.13. From the result

above 1% increase in AGE assuming an average value of AGDP leads to 0.031%

increase in ASMC. There is enough evidence to conclude that there is linear

relationship between AGE and ASMC. An F probability of0.000 proves that the

results are reliable and efficient. An average VIF of less than five (< 5) for the

model implies that the study concludes that the multicollinearity is minimized

hence all the estimated coefficients in models are relatively stable. Breusch-

Pagan test the null hypothesis that the error variances are all equal versus the

alternative that the error variances are a multiplicative function of one or more

variables. A small chi-square 0.196 implies that heteroskedasticity is probably

not a problem or at least that if it is a problem it isn't a multiplicative function

of the predicted values. Serial correlation test with DW of 1.97 implies the errors

of the model are not serially correlated. These findings are consistent with Ali

(2011) and Yartey (2008).
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Institutional Quality

The measurement of institution Quality (IQ) is the average of CC, VA,

RL, RQ, PS and GE. To test the validity of the linearity of the model the study

sets all the parameters, to be equal to zero. That is whether GDP, institutional

quality (IQ) and the interaction of IQ and GDP are linearly related to SMC. A

large value of F-statistic of 43.26 indicates that most of the variation in stock
market capitalization is explained by GDP, IQ and IQxGDP. Model 2 of Table

23 column one is the regression where the study determines the relationship

between explanatory variables (GDP, IQ and IQxGDP) with the dependent

variable (SMC) using OLS technique.
and Stock Market Performance (Level)

Variable OLS—
0.973***
(0.274)
-o.in*

(0.361)
0.015

(0.024)
18.681***
(1.563

615

IQxGDP

Constant

OLS Rob FGLS

(0.218) (0.182)
-0.792 0.194**

(0.472) (0.063)
0.015** 0.017***

(0.005) (0.005)

18.681*** -6.137***

(1.903) (1.258)

615 615

41

0.476

83.97

0.000

Number groups
D-cniiared

Adj R-square

Wald chi2
Krou

D^^SIdwtv^able
Field surve;

I  '

iource: Field survey, Winfiil

The relationship between IQ and SMC is expressed
r o which yields a t-statistic of -2.19.

Source

The reiaiiuii^^"f -

f 0 361 which yields a t-statistic of -2.19.

by -0.792 with

 The relationship
. oA/rr ic also described by a coefficient of 0.973 with a

n GOP and SMC
Fnr hoth Variables there is enough even to conclude that

of -2.19. The

of 0.973 with
1 GDP and

r O •574 For both variables there is enough even to conclude that
j error



there is significant linear relationship between them and SMC. The sign for the

parameter of GDP is as expected but that of IQ is not expected. The interaction

between IQ and GDP turn out not to be significant in explaining variability

SMC. That is there is no significant evidence to conclude that GDP complement

IQ in explaining variability in SMC.

Table 23 column two correct for heteroskedasticity problem by using

robust standard errors. The result shows that the relationship between IQ and

stock market performance can be describe by -0.792 with standard error of

0.472 which yields t-statistic of-1.68 assuming all other variables control for in

the model is zero (0). This implies that IQ has negative effect on stock market

performance but there is not enough evidence to infer a linear relationship. The

relationship between GDP and stock market performance is also described by

0,973 with a standard error of 0.218 which yields t-test of 4.47 all other things

being equal. The sign for IQ is not as expected but GDP had the expected sign.

The coefficient of the interaction term is significant and positive, which implies

that GDP complement IQ in explaining the variations in SMC. The partial effect

of IQ on SMC is the complementary effect of 0.015. A DW test of 1.27 the

study rejects the null hypothesis that the errors are serial correlated. Breusch-

Pagan test of a large chi-square of 52.33 indicate that heteroskedasticity is

present in the model.

As long as the explanatory variables are strictly exogenous, the OLS

estimators are unbiased in the presence of autocorrelated errors. This is

analogous to our results in the case of heteroskedasticity, where the presence of

heteroskedasticity alone does not cause bias or inconsistency in the OLS point

estimates. However, following that parallel argument, the study is concern with
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A DW test of 1.34 and Breusch-Pagan test of 47.7 means that our study

have problem with the serial correlation and heteroskedasticity. This gives

evidence that the data may not be stationary as shown in Table 10 above.

However, since the regression has been on the variables in levels and the

variables GDP, IQ and SMC are non stationary, makes the results inefficient.

The first difference makes these variables GDP, IQ and SMC stationary and the

study rerun the regression using DDLS gives the result in column one of Table

24 below.

Stationarity is important for estimation. Applying least squares

regressions on nonstationary variables can give misleading parameter estimates
of the relationships between variables. It also enables us to make an accurate

.  • • fi„..r.a<!tlns the effect of the explanatory variables on the stockprediction in lorecasiing

market performance. Using DDLS the study corrects for serial correlation and
... the variables in levels. The result confirms that there isendogeneity using

ough evidence to conclude a linear relationship between AIQ and ASMC. The
hip is expressed by 0.009 with a Newey-West standard error of 0.003

nf ̂ 41 The interaction effect also shows that AGDPwhichyieldsat-statisticoi.5. •

complements MQ-
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JgDP 0.708*** 0.423***
(0.198)

0.005**0.009***

0.003**
AIQ xAGDP

Obs

Number groups
R-squared

Adj R-square
F(3, 610)
Prob

Wald chi2
Prob

lent VI

source: Field survey, wmiun^w;

TO determine the statistical significance of the coefficient of the partial
feet of°AlQ on stock market capitalization the study needs to mrun the®  ° .„,ace the interaction variable with gross domestic

reeression where the stuay f

H  t less the average gross domestic product multiple by AIQ. Running this::Lssiongiveslhesmndarderrorfor....3as.b4)=0.0S4as0.028,
= 3 01 Therefore at the average gross domestic product, the studywhich yields t significant positive effect on stock market

concludes that ^ ^^^^ncement in AIQ leads to 0.0.084% increase in
performance. realizes that accounting for

f emerging economies.ASMC o gelation the result has become more efficient and
endogeneity and

.. 1 1^ These finding eoreliable. ,^1 explain 39% of the
. nf 0.387 implies m

The R-squar®'^ o

variations m indication of the presence of serial correlation.
nWtestofO-91^ , _ ,
^  , • and conclude that the errors have first-order

null hypnin®^^^The study reject ^ presence of heteroskedasticity in the model with
autocorrelation. Test



Breusch-Pagan test of chi-square of 43.95 given evidence of heteroskedasticity

in the errors. The wald chi-square test is used to test the probability that the

correlation coefficients for all the variables included in the models are zero. The

study test the validity of the regression model by testing whether all parameters
in each model are all equal to zero. If at least one of the parameters is not equal

to zero (0), the model does have some validity. A large value of wald chi-square
of 57.5 indicate that variations in stock market capitalization is explained by the
models. At a 5%, there is a great deal of evidence to infer that the model is valid.
Analyses of variance with wald chi-square -test of probability zero means that
the model fit the data set hence the quality of the regression. A VIF of 3.1 means
that multicollinearity is moderate and hence the coefficients are relatively
stable Severe multicollinearity is problematic because it can increase the
1.1 of,!,.

In Table 24 column two above presents the relationship between AIQ
f^r hnth heteroskedasticity and serial correlation using

and ASMC by correcting tor
The variables in the model are significant and the signsNewey-West technique, ine

,  result confirms that there is enough evidence to conclude
are as expected.

lofinnshiD between AIQ and ASMC and this relationship
that there is a linear relationsn p

d by 0 005 assuming all other variables in the model are constant.
^  . .-nee to conclude that AGDP complement AIQ on the

There is also enough eviden
.  I gffect of AIQ on ASMC is described by 0.061 with

effect on ASMC. The pa
.  , ̂rrnr of 0.021 which yields a t-statistic of 2.91.

standaro en^iNewey-vVesi sia

U- /.

/M

t /

;l''
li'ty

196



recommended by OECD's, governments should promote unbiased, fair and

coordinated financial education. Financial education should be seen in the

improvement of education in general. Also, policy makers have to maintain
reasonable fiscal and monetary discipline order to increase the demand for credit

to the private sector, and subsequently influence the stock market development.
The methodology used in testing the hypotheses validates the

relationship between education, institutional quality and macroeconomic
variables on stock market performance. Using interactive variables in the model„,akes it possible to detemtine the actual effectofthe variables on stock market

performance.
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CHAPTER SEVEN: MACROECONOMIC VARIABLES AND

STOCK MARKET DEVELOPMENT

Introduction

In this empirical chapter, the empirical chapter sought to investigate the

relationship between macroeconomic variables, namely Consumer Price Index,

Money Supply, gross domestic product and stock market capitalization of
emerging markets during the period 1996 to 2011. The chapter also covers
descriptive statistics as well the possible relationship between the variables of
interest and stock market performance. Conclusion is drawn on the relationship.

Data Sources

The data sets ranged for the same period 1996-2011 and that make the

data for study valid. Soundness of data requires that all data sets fall within the
range as well as that the numeric should be digits hence the correctness

bleness of the data. The data was obtained from credible sources

• eluding World Development Indicators (WDl), the Emerging Market Data
of the International Finance Corporation (IFC) and local stock.

Base {EmUd) ̂

•  • al intention was to cover all emerging market, but given thatOur original

.  nnt vet established stock markets and other countries
some countries have nor ye

t blished stock markets only in the past couple of years for instance United
camnle countries included only 41 countries. Data were

Arab Emirates, the samp

available for a uniform period for each country.
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Descriptive Analysis of Data

Table 25 below summarizes the basic statistical features of the data

under consideration. They including the mean, the minimum and maximum

values, standard deviation, kurtosis, skewness, and the Jarque-Bera test for the

data in their levels. The data revealed that gross domestic product (billions of

dollars) varied mostly followed by Consumer Price Index, Money Supply

(millions of dollars). Money and quasi money comprise the sum of currency

outside banks, demand deposits other than those of the central government, and

the time, savings, and foreign currency deposits of resident sectors other than

the central government. The mean value of MS for the emerging markets

mpled for this thesis is 1.41E+08 million dollars with a standard deviation of
1 21E+09 million of dollars. This implies the changes in MS in emerging

markets are very volatile with a minimum increase of2761.33 to a maximum of

1.08E+10 million dollars over period under investigation.
\e variables

DescriTable skewness kurtosis
Mean

2.331 0.001

2.291 0.000

2.394 0.000

14IE+08 1.21E+09 2761.33 1.08E+10 0.664
MS (mil$) 613 • 2 214.7 0.598
CPl 12.46 6.12 26.13 0.654

~°Lurce:
I  general the precise evaluation of the normal distribution is given by

^ oir^^Avness and Kurtosis. The Skewness shows the amount and
the values ot bKewin^;>

d* ton of skew (departure from horizontal symmetry), while the Kurtosis
X  II charo the central peak, relative to a standard bell curve,

shows how tall ana sump

bl 25 above also shows that most of the variables skewed positively, which
h t there is a lack of symmetry in other word there is a deviation from
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symmetry of the distribution of data set. That is to say the large positive change

is more common than large negative change in the variables.

Regarding peakness, the Table 25 above shows that the excess kurtosis

is larger than 3 for SMC hence the observed distribution has higher peak

compared to the normal distribution. These suggest that the distributions of the

variables are leptokurtic i.e. non-normal. The data set are not exactly normally

distributed since their respective mean, mode and median are not exactly the

same, but the data was sufficiently appropriate for the purpose of the study. The

mode values were not shown in the Table 25 above due to space. To confirm

the accuracy of the normality assumption, JB statistics and the equivalent p-

values were used to draw our conclusion. The findings indicated that all

variables are rejected at 1%.

Table 25 above revealed that all the variables possess the state of normal

distribution, except SMC^.t and GDPf.t which are moderately skewed to the

right SMC^ t kurtosis value of more than three, and the series is called

leptokurtic As for the remaining variables, the values of kurtosis are less than

three and the series are called platykurtic, see Bulmer, (1965). The study results

evealed that the volatility of the variables measured by the standard deviation

s high for GDP and Consumer Price Index. To confirm the accuracy of the
normality assumption, JB statistics and the equivalent p-values were used to

d aw conclusiond. The findings indicated that all variables are rejected at 1%,

except for Consumer Price Index.
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Results and Discussion

a) Correlation analysis

Although this thesis cannot comment on causation, the results reported

in Table 26 below reveal information on the strength of the relationships

connecting the four macroeconomic variables. It shows a significant positive

relationship between stock market capitalization and Money Supply and a

negative correlation between Consumer Price Index. These results support the
inclusion of these macroeconomic variables in our analysis.

Levine and Zervos (1998) established that measures of stock market

development are positively correlated with measures of financial intermediary

d velopment This chapter examine if this complementary relationship exist in
emerging economies. Data permitting, this thesis average the data over the

1996-2011 so that each country has one observation per variable. The
r

puted correlation between stock market development (measured by market
r ation) and all the other explanatory variables for this empirical chapter

is shown in Table 26 below.

The correlation analysis reveals that the data sets are highly correlated
ii/ic ic hiffhlv correlated with both CPIj ̂  CDP^ t is also found

with each other. MSi,t is nigmy

be highly correlated with CPIi.t. Our finding confirms the work of Demirguc-
noo^M The financial intermediary development and stock

Kunt and Levme )•
^re complements rather than substitutes. In general, the

market development a
u- uu, rnrrelated meaning a change of one of the variable would

data sets are higniy cui

b tantial change on the other variables which is expected for such

macro-economic variables.
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Table 26 - Correlation of macroeconomic variables and SMC (levels)
SMC MS CPI GDP MSxGDP CPJxGDP

SMC 1.00

MS 0.531** 1.00

CPI -0.454** 0.657 1.00

GDP -0.581** -0.546** -0.683* 1.00

MSxGDP 0.507* 0.463 0.647* 0.611 1.00

CPIxGDP -0.423* 0.558* -0.523* -0.547 0.641 1.00

•T» T i VlCtkl VIA ^ X

Source: Field survey, Winful (2016)

b) Regression Analyses and Hypothesis Testing

However, before the regression analysis, this chapter sought to establish

the trend of the four data sets in order to establish the trend of the involved

macro-economic variables.

For the heterogeneity across the countries and heterogeneous serial

correlation structure of error term, three different panel unit root tests were

ployed The research considers three statistical tests for testing if each series

ach panel are integrated of order one, otherwise known as stationarity test.

These tests are Levin, Lin and Chu (2002) test, Im, Pesaran and Shin(2003) test

and Hadri (2000) test for stationarity.

The LLC test is employed to test the stationarity of the panel for it allows

h t geneity of individual deterministic effects and heterogeneous serial
lation structure of the error terms assuming homogeneous first order

ressive parameters (Chiawa and Asare 2009). LLC model tests the null

h  thesis of the presence of unit roots against alternative of stationarity. Im,
j  n003) broadened the LLC test by presenting a more flexible

Persan and Snm /

(j putationally simple test structure. The IPS test made the estimation for

h f the sections possible. IPS tests the null hypothesis of unit root against
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and

test

heterogeneous alternative hypotheses which specify that some series in the

panel are non stationaiy. Hadri (2000) test is distinctive from other two tests

mentioned above for testing the absence of unit roots, i.e. variance of the

random walk equals to zero. He proposes a parameterization which provides an

adequate representation of both stationary and non stationary variables

permits an easy formulation for a residual based Lagrange-Multiplier (LM)

of stationarity. Here, it is assumed that the time series for each cross-sectional

unit is stationary around a deterministic level or trend, against the alternative

hypothesis of a unit root.

The results of panel unit root tests for each variable in the panel at level

and at first difference are presented in Table 27. The results show that all the

anels contain unit roots at level. However, at a first differenced ofthe variables,

the panels are said to be stationary, though there may be possibility of non
stationary series in a stationary panel as the panel unit root test will not identify
h  rticular series that is not stationaiy. This is only drawback of the panel

•t root test nevertheless stronger and higher degree of power is gained in
•  nciial sinele cross-sectional setting. This is as a result

panel setting than m the usuai
f jtifnrmation from time series and cross-sectional data

of the combination o

d to improvement ofpoweroftest(Im,Pesaran and Shin, 2003). The
d cted in two folds. First, carried out with the inclusion of

f llowed by the inclusion of individual effect plusindividual effects o
results show that some of the panels contain unit root

deterministic time.
^-titne trend while others confirm the presence of unit root

only at the inclusion o
All the variables are tested at 5% level of significance

at both levels of testing-
.. with their corresponding t- statistic in parenthesis.and the p-values displayed w
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The results from these three tests provide support for treating all the individual

series as non-stationary in their levels but stationary in their first differences.
In order to establish whether there exists a relationship between stock

markets performance
of emerging economies and macroeconomic variables, a

n  nfthp Panel Unit Root Test (CJ
TPS TestIPS Test

Variable

SMC

ASMC

GDP

ago?

MS

ams

CPI

ACPI

IVISxGDP

AMSxAGDP

CPJxGDP

"OOM
(4.53)
0.0000
(4.866)
0.047

(1.571)
0.0114
(2.141)
0.022
(4.33)
0.000
(5.67)
0.001

(-4.87)
0.079

(-1.42)
0.065
(2.12)
0.000
(7.42)
0.011

(-2.03)

T

0.178

(6.51)
0.0115
(2.431)
0.048

(1.141)
0.000

(3.552)
0.179
(0.66)
0.02

(2.11)
0.001

(-6.70)

0.001
(-4.35)
0.057
(2.23)
0.000

(5.23)

X
0.327

(0.457)
0.0000

(4.047)
0.304

0.001
^ slgmtKano,

0.000
r-3T21

NT

0.328

(0.426)
0.0000

(5.481)
0.341

(0.754)
0.000

(5.829)
0.32

(0.42)
0.000
(6.58)
0.212

(-0.81)

0.212

(-6.59)
0.124

(0.34)
0.000
(3.34)
0.077

(-2.34)

0.000

(3.764)

(0.755)
0.000

(5.534)
0.32

(0.42)
0.000

(4.33)
0.210

(-0.81)

0.210

(-5.28)
0.309

(0.231)
0.000

(4.347)
0.104

(-1.166)

0.000

(3.443)

Hadrl

NT

0.000

(12.177
0.276

(0.577)
0.000

(14.52)
0.235

(0.677)
0.000

(13.16)
0.28

(4.33)
0.000

(-15.34)

0.237

(0.72)
0.000

(7.91)
0.108

(1.83)
0.000

(9.37)

Tes^
T

0.0304

(1.584)
0.1754

(0.781)
0.000

(7.915)
0.584

(0.597)
0.03

(1.59)
0.19

(4.33)
0.000

(-9.06)

0.70

(-0.52)
0.014

(3.98)
0.014

(2.22)
0.004

(6.93)

level is a =0.05

Field survey,Source:
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Panel Co integration Test

The results of Padroni (1999) cointegration test for all the panels under

Investigation is show in appendices 5 and 6. Schwarz Information criteria (SIC)

selects the maximum lag of 4 without the inclusion of deterministic trend and

intercepts in co integrating relation and results reveal that the panels are co

integrated since six out of the seven statistics provided fail to accept the null of

no cointegration at 5% level of significance. However, all the four panel

statistics of Westerlund test at lag and leads of I reject the null of no

cointegration at 5% level of significance as shown in appendix 6. All variables

in the panel are 5% level of significance with their corresponding t statistic in
parenthesis.

To circumvent the problems in the presence of endogeneity between

and X and serial correlation between ujcand Vu, the DDLS estimator becomes
nr « will be biased and inefficient (see Kao and Chiang, 2000; and

necessary as vvm

Erikson 2005). Inspite of the advantage of DDLS, OLS was computed and the
results compared with DOLS results,

selected macroeconomic variables

The three predictors for this empirical chapter are GDP, Money Supply
Prirp Index, while the criterion variable is stock market

and Consumer Price mu ,
T+;c jic«;iimed that the selected macroeconomic variables were thecapitalization. It IS assume

for stock market performance; if not, then the study needed to
best

zi fpcK in order to eliminate any potential biases to make theconduct a further tests

•  ocfimated best linear unbiased estimators (BLUE). According
OLS regression estimaio

dd lb ki (2013)j in conducting a quantitative research, one of the means of
•  Iv the relationship among variables is to engage in an inquiry

testing objective y
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by having assumptions clearly stated and testing for theories deductiveiy while

guarding against bias, controlling for substitute clarifications, and be skillfiil to

generalize and replicate findings.

It is established that least squares method produces the best straight iine.

However, there may be in fact no relationship or perhaps no linear relationship

between the explanatory variables and the dependent variable. By this a straight

line model is likely to be impractical. Because of this possible problem it is

important that assessment on how well the linear model fits the data is
determined using the following techniques, standard error of estimates,

coefficient of determination and analysis of variance. Our variable of interest

are GDP MS and CPI, and our interest is to determining whether a linear
relationship exit between the explanatory variables and SMC. A large F-statistic

value of 52.11 indicates that the model using OLS fits the data series. About

21 7% of the variations in SMC are accounted for by the explanatory variables
as shown in Table 28 below.
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Variable OLS OLS Rob FGLS

GDP 0.090 0.090 0.077***

(0.082) (0.046) (0.020)

MS 0.034 0.034 0.076***

(0.047) (0.025) (0.018)

CPI -0.097 -0.097* -0.042*

(0.051) (0.046) (0.016)

Constant 1.151** 1.151** -4.677**

(0.435) (0.436) (1.053)

Obs

Number groups
R-squared

Adj R-square
F value

Prob F

AR(1)
Wald chi2

Prob

615

0.217

0.411

52.11

0.000

*o<0.L

615

0.217

0.216

63.57

0.000

** d<0.05. ***

615

41

0.8857

865.88

0.0000

D<0.01

Source: Field survey, Winftil (2016)

The relationship between GDP and SMC is described by 0.09 with

t ndard error of0.082. To test the statistical significance of the relationship, at

5o/„ a level our conclusion is that there is not enough evidence to reject the null
hypothesis of no relationship. The relationship between MS and CPI on SMC

pressed by 0 034 and -0.097 respectively. The signs are as expected but

both were insignificant in explaining variations in SMC. Likely explanation of
•r f linear relationship of MS and CPI could be due to different

the insigniiicani uuca

and growth rate of emerging countries sampled. That is theeconomic size anu &

t  'sties of the emerging economies sampled are relatively different fi-om
A \nx: x/aiiip of 4 7 shows that the variables are correlated and that

each other. A VIb vaiue ui

th coefficients from the OLS regression are not stable. With a DW of 1.12 the
11 h thesis that there is no serial correlation in the errors. Breusch-Pagan

u: oniiare of 57.1 indicate that heteroskedasticity is present.test of a large chi-square ui
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Column two of Table 28 above correct for heteroskedasticity by using

robust standard error. Comparing column one with column two of Table 28 it

abundantly clear that correcting for heteroskedasticity improves the result

slightly. A relatively high value of F-statistic in relation to column two of Table

28 implies that the model best described the data set. All (GDP. MS and CPI)

the variables were not significant at all three traditional significant levels. The

F test was significant indicating that the model fits the data set. Breusch-Pagan

test of a large chi-square of49.89 indicate that heteroskedasticity is present. Our

study also reject the null hypothesis of no serial correlation in the errors with
DW test of 0.89.

Using FGLS the study corrects for both heteroskedasticity and serial

correlation in the model gives the following result as shown in column three of
Table 28 above. All the explanatory variables which not significant in column
two became significant in explaining variations in SMC. That is modeling
heteroskedasticity and autocorrelation in the models, the variables became
significant in explaining variations in SMC. The p-value 0.000 of wald test the
model fits the data set.

The relationship between the explanatory variables GDP. MS and CPI
bv the following coefficients. 0.077; 0.076; and -0.042

with SMC are expressea oy

.  Ti,<. cipns are all as expected. To test the statistical significance ofrespectively. The signs a

thi. n-values of the z-scores of 0.000 for all explanatory
the relationships, the p vaiu

.. that there are enough evidence to conclude that there isvariables implies that tnere

ignificant linear relationship between them and SMC. DW test of 1.17 and
nf 53.19 suggest that serial correlation andBreusch-Pagan tes

heteroskedasticity are statistically significant in the model.
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The relationship between AMS and ASMC is expressed by 0.131 with a

standard error of 0.038. There is enough evidence to conclude that there is

positive linear relationship between them with the t-statistic of 3.42. The
coefficient of-0.385 describes the relationship between ACPI and ASMC. There

is enough evidence to statistically conclude that there is linear relationship. The

test of the null hypothesis of the relationship between AGDP and ASMC is also
rejected at 5% significant level. An R-square of 0.298 implies the model is able
to account for 29.8% of variability of ASMC.

Variable DOLS Newey-West

AGDP 0.225** 0.177**

(0.084) (0.062)

ams 0.131*** 0.081***

(0.038) (0.006)

ACPI -0.385** -0.058***

(0.137) (0.019)

Obs

Number groups
R-squared

Adj R-square
F(3, 610)
Prob

Wald chi2
Prob

614

41

0.298

0.270

49.3

0.000

614

47.51

0.000

Surce Field survey, Winful (2016)

fof the presence of serial correlation in the errors with a DW test of

U , /.rial correlation is present in the residuals. Our study also
0.93 means that serm

h null hypothesis of homeskedasticity (Bresuch-Pagan test 49.63). The
d  gression parameters remain unbiased estimators of the

values, leaving the estimated models appropriate forcorresponding true

•  fjmfltes and the models can be used for predicting values.establishing pomt estimai
1 < ;mnlies that there is not enough evidence to conclude that

The VIE test of 2.15 impn
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multicollinearity is relatively absent in the model. Hence there is stability in the

coefficients of the model and variance of the regression estimate.

Column two of Table 30 above establishes the relationship between

macroeconomic variables (AMS and ACPI) and ASMC by correcting for both

heteroskedasticity and serial correlation using Newey-West technique. The

variables in the model are significant and the signs are as expected. The result

confirms that there is enough evidence to conclude that there is a linear

relationship between the selected macroeconomic variables and SMC. These

relationship are expressed by AGDP (0.177), AMS (0.081) and ACPI (0.058)

with associated Newey-West standard errors of 0.062; 0.006; 0.019 and 0.028

respectively assuming all other variables in the model are constant in the case

f each There is also enough evidence to conclude that these variables are

significant with the right signs at 5% significant level. The DW test of 1.97

implies that our study fails to reject the null hypothesis that errors are serially
correlated at 5% significance level. Breusch-Pagan test of chi-square of 0.438

fail to reject the null hypothesis. That is no problem of heteroskedasticity.

Money Supply

Our study test the relationship between Money Supply and stock market

ce with model 3 as shown in column one of Table 31 using OLS. The
'JO^^ which is the stock market performance when all theintercept is 3.yi

d  t variables are zero (0). It is misleading to interpret particularly if
utside the range of the values of the independent variables. The

zero (H)

h* between the variable of interest Money Supply and stock market
.  j o^rihed bv 0.076. For every 100% increase in Money Supplyperformance is descrioc

nerformance increases by 7.6%. The sign is as expected.
(MS), stock marKei p
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The value of the test statistic t is 1.73 implies that there is not enough evidence
to infer the existence of a linear relationship between the MS and stock market
performance. The interaction effect the MS and GDP is also not statistically

and stock market performance.

w  , vnnnlv and Market Performance (LevelsjoLS Rob FGI
Variable O*;-®OLS OLS Rob

0

FGLS

0

MS

MSxGDP

Constant

"Obs
Humber groups

R-squared
Adj R-square
F value
ProbF

AR(1)
Wald chi2

Prob
\vaia

Pr°5

"0.427
(0.220)
0.076
(0.044)
0.047

(0.053)
3.915***
(1.202)_

615

0.273

0.411
48.15

0.000

.427

(0.209)
0.076

(0.046)
0.047

(0.05)
3.915***
1.201)

615

0.273

0.246

57.96

0.000

.084***

(0.009)
0.234**

(0.084)
0.013***

(0.002)
-3.701***

(1.102)

615

41

0.8657

768.14

0.001Kj.Kjyji

rriTcMC" * p < 0.1, ** P < O Oi. P < U-Ol

odel is able to explain 27.3% of the variations in ASMC. A large
Z 03 implies that the model fit the data set. VIF value of 4.9 shows

F statistic of 5 i "
of the model are. From all the variables of interesthow unstable the coe i • • i • t t

h evidence to conclude that there is no statistical significantthere is en Breusch-Pagan test of a small chi-square 45.87
hit) between tncm-relations ^ ^
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From column two above of Table 31 above our study correct for

heteroskedasticity from the model by computing robust standard error. Our

results still have AMS and the interaction of AODP and AMS not being

statistical significant but there is significant evidence to reject the null

hypothesis that AGDP has no significant effect on ASMC. The VIP of 4.6

implies that the coefficients of the estimate are not relatively stable.
Breusch-Pagan test of a large chi-square indicate that heteroskedasticity

is present. In this model, the chi-square value of 34.82 is large, indicating
heteroskedasticity is a problem. DW of also 0.854 implies that residuals are

positively correlated. An F-statistic of 57.96 shows that the model fit well the

data set.

Our study correct for the problem of heteroskedasticity and serial

orrelation by using FGLS as shown in column three of Table 31. A wald chi2

of768 14 confirms that the model fits the data. There is significant improvement
r.iir <;mdv correct for both heteroskedasticity and serial

in the result as oui j

variable of interest which were not significant in explainingcorrelation. Our variaoic

•  cAyir turn out to be significant as our study corrected forvariations m luu

heteroskedasticity and serial correlation.

All the variables of interest are statistical significant in explaining
SMC The signs are all as expected. Since the value zero is outside

r. I indeoendent variables the interpretation of the coefficientthe range of values 01 inu f

.  I Air^a To resolve this problem our study determine the partial
of MS is misleading.

f MS given average GDP and this coefficient is described by 0.093 with
.  error of 0.033which yields t-statistic of 2.82. That is 1%

Newey-West stanudiu

a/tq aiven average GDP yields 0.093% increase in SMC. It isincrease in M^ &
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established that GDP complement MS in explaining variation in SMC. Breusch-

Pagan test of a large chi-square 68.45 implies that heteroskedasticity is probably

a problem. DW test of 1.019 reject the null hypothesis of no serial correlation.

Wald chi-square of 768.14 confirms that the model fit the data set.

Estimation on nonstationary variables had the tendency to give a

misleading parameter estimate of the relationship between independent

variables and dependent variable. To account for the problem of endogeneity

and serial correlation, our study uses use DDLS estimator. The result of DOES

estimation of model 3 of the difference in variables is presented in column one

of Table 32 below. Wald chi-square of p-value 0.000 implies the model fit the

data set All the explanatory variables are significant in explaining variations in
ASMC and the signs are as expected.

Table
and stock Market Performance (Diffi

DDLS Newey-West

AGDP

AMS

AMSxAGDP

0.644**

(0.241)
0.042***

(0.013)
0.001***

(0.0003)

0.644***

(0.162)
0.081***

(0.016)
-0.058***

(0.019)

Obs 614 614

Number groups
R-squared

Adj R-square
F(3, 610)
Prob

Wald chi2
Prob

0.384

0.263

54.9

0.000

43.64

0.000

Deoendent variable SMC, p - U. 1,
Source: Field survey, Winful (2016)

** p < 0.05, ***
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To determine the statistical significance of the coefficient of the partial

effect of AMS on stock market performance our study need to rerun the

regression where it replace the interaction variable with gross domestic product

less the average gross domestic product multiple by AMS. This gives as the new

coefficient on AMS (the coefficient of partial effect), the estimated effect at

gross domestic product of 18.64, along with a standard error. Running this new

regression gives the standard error of ^1+^3(18.64) = 0.063 as 0.0235,

which yields t = 2.66. Therefore at the average gross domestic product, our

study conclude that AMS has statistically significance positive effect on stock

market performance. An increase in Money Supply will increase the liquidity

in the economy resulting in an increase in the purchasing power of the eitizeniy.

This means that more money will be available not just for consumption but also

for investment hence, an increase in stock market performance. Also people

tend to demand more when they have more money in their hands and thereby
'ces of shares may increase which leads to stock market performances

'sing These results support the real activity theorists' argument that an increase
in Money Supply increases stock prices and vice versa.

There is also enough evidence to infer a linear relationship between

QP d stock market performance for all the three models. Most industries
yclical in nature, meaning that the firms in the industry do well as the

«,^il and vice versa. If AGDP is high, the stock prices generally
economy does wen

.  u- u ac rniTiDanies are doing better than otherwise. So, AGDP is an
tend to be high as compai

t determinant of stock prices. Breusch-Pagan test of a small chi-square
.. hPteroskedasticity is probably not a problem. DW test serial

0.473 implies that neici
1  akn reiect the null hypothesis of no serial correlation. Thecorrelation of 105 also j
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results are in line with the findings of Levine and Zervos (1998), Garcia and Liu

(1999), Yartey (2008) and Mishal (2011).

Our study account for the problem heteroskedasticity and serial

correlation using Newey-West technique on the variables in their first

difference. As presented in column two of Table 32 above. The linear

relationship between the variable of interest AMS is expressed by 0.042 with

Newey-West standard error of 0.013 assuming that AGDP and the interaction

of AMS and AGDP are constant. Since the value does not fall within the range

of values for AGDP and also the fact that the interaction effect is significant

makes the interpretation of AMS tricky. To resolve this problem our study

determined the partial effect of AMS given average AGDP and this coefficient

is described by 0.061 with Newey-West standard error of 0.017 which yields t-

statistic of 3.47. That is 1% increase in AMS given average AGDP yields

0 061% increase in ASMC. It is established that AGDP complement MS in

explaining variation in ASMC. The R-squared of 0.366 implies that the model

xplains 36 6% of the variations ASMC. Breusch-Pagan test of a small chi-

uare 0 457 implies that heteroskedasticity is probably not a problem or at least

that if it is a problem it isn't a multiplicative function of the predicted values.

DW test serial correlation of 2.019 also fail to reject the null hypothesis of no

ial correlation. Wald chi-square of 82.3 confirms that the model fit the data

set.
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Consumer Price Index

Our study test the relationship between Consumer Price Index and stock

market performance with model 3 as presented in column one of Table 33

below. The intercept is 2.931 which is the stock market performance when all

the independent variables are zero (0). It is misleading to interpret particularly

if zero (0) is outside the range of the values of the independent variables.

Variable OLS OLS Rob FGLS

GDP

CPI

CPIxGDP

Constant

7.54***

(2.163)
0.008

(0.011)
-0.003

(0.006)
2.931**

(1.019)

7 54***

(2.161)
0.008

(0.005)
-0.003***

(0.001)
2.931**

(1.018)

0.051***

(0.007)
-0.105***

(0.029)
-0.005***

(0.001)
-14.051***

(2.192)

Obs 615 615 615

Number groups
R-squared

Adj R-square
F value
ProbF

AR(1)
Wald chi2

Prob

0.233

0.411

48.15

0.000

0.241

0.231

55.82

0.001

41

0.8633

974.15

0.0000

Dependent variable SMC, p - 0.1,
Source: Field survey, Winful (2016)

**p<0.05.*** p<0.01

The relationship between the variable of interest Consumer Price Index

and stock market performance is described by 0.008. For every 100% increase

n Consumer Price Index (CPI), stock market performance increases by 8%. The

ign is as expected. The value of the test statistic t is 0.73 implies that there is

ot enough evidence to infer the existence of a linear relationship between the

CPI and stock market performance. The interaction effect of CPI and GDP is

ather statistically significant. That is our study infer that but there is enough

evidence to infer linear relation between interaction effect of CPI and GDP, and
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stock SMC. The model is able to explain 23.3% of the variations in ASMC. A

large F-statistic of 48.15 implies that the model fit the data set. VIP value of 4.9

shows how unstable the coefficients of the model are. From all the variables of

interest there is enough evidence to conclude that there Is no statistical

significant reiationship between them. A DW test of 1.14 and Breusch-Pagan

test of 51.4 means that our study have problem with the serial correlation and

heteroskedasticity.

Correcting for heteroskedastic using robust standard error in column two

above shows an improvement in the result in column one of the same table. F-

statistic of 55.82 implies the entire model fit the data set and it explains 24.1%

of the variations in SMC.

In model 3 our study consider the effect of Consumer Price Index (CPI)

stock market performance of emerging markets. This relationship is

pressed by 0.008 with standard error of 0.0048 which yield a t-statistic of-
1 67 assuming that all other factors are zero. The sign is not as expect. By

plication there is no evidence to conclude that the coefficient of CPI is not
1  This may mean no evidence of linear relationship or there isecjual to zero yyj'

p  r relationship but because of the problem of multicollinearity our study fail

to reject the null hypothesis.

The interaction effect of CPI and GDP on SMC is significant which

lies that the coefficient of CPI when all other factors are zero is misleading

the effect CPI on SMC is also influenced by GDP. To determine the actual

rPT nn SMC, our study must plug in interesting values of GDP toeffect 01 A

1  ̂Jai pffect The mean value of GDP is 18.64, so at the mean GDP,obtain the partial cue .

h  ffect of CPI on SMC is -0.048. The standard error of this coefficient is

on

ex
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0.016 yields a t-statistic of -2.99. With relation of GDP to SMC there still

enough evidence to conclude that there is a linear relation between them

confirming the relationship in model 3.

Our study test for serial correlation and Heteroskedasticity in the error

term in the model using DW. This assumption is formally expressed as E (ejej)

= 0 for all / 9^ j, which means that the expected value of all pair-wise products

of error terms is zero. Because testing hypotheses about the slope coefficients

and computing the corresponding confidence intervals rely on the calculated t

values as the test statistics, the presence of correlated error terms means that

inferences cannot be made reliably. A DW test of 0.351 implies the presence

of positive autocorrelation in the error term at 5% significance level. That is the

error covariances are not zero (0) and this will underestimate the variance of the

parameters in the model and also can cause use to reject null hypothesis when

it is true Breusch-Pagan test the null hypothesis that the error variances are all

equal versus the alternative that the error variances are a multiplicative function

of one or more variables. A large chi-square of 37.83 indicates that

heteroskedasticity is present.

In the analysis above the study reject the null hypothesis of no

autocorrelation and also the assumption of homoscedasticity for all the models

discussed. The method of generalized least squares (GLS) is introduced to

improve upon estimation efficiency when var(SMC) is not a scalar variance-

covariance matrix. This technique allows estimation in the presence of AR(1)

autocorrelation within panels and cross-sectional correlation and

heteroskedasticity across panels. Although these conditions have no effect on

the OLS method per se, they do affect the properties of the OLS estimators and
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resulting test statistics. Hypothesis testing based on the standard OLS estimator

of the variance covariance matrix becomes invalid.

Using FGLS gives the following result as shown in column three of

Table 33 above. The p-value of wald test for all the models were significant at

all the traditional significant levels. The relationship between CPI and SMC is

expressed by -0.105 with standard error of 0.029 which yield a t-statistic of-

3 63 assuming that all other factors are zero. The sign is as expect. By

implication there is enough evidence to conclude that the coefficient of CPI is

not equal to zero (0). This may mean there is enough evidence to infer linear

relationship. The interaction effect of CPI and GDP on SMC is significant which

implies that the coefficient o^CPI when all other factors are zero is misleading

since the effect CPI on SMC is also influenced by GDP. To determine the actual

effect of CPI on SMC, the study must plug in interesting values of GDP to

obtain the partial effect. The mean value of GDP is 18.64, so at the mean GDP,

the effect of CPI on SMC is -0.048. The standard error of this coefficient is

0 016 yields a t-statistic of -2.99. With the relation of GDP to SMC there still

enough evidence to conclude that there is a linear relation between them

confirming the relationship in model 3.

The study test for serial correlation in the error term using DW. A DW

test of 0 614 implies the presence of positive autocorrelation in the error term at

5°/ significance level. That is the error covariances are not zero (0) and this will

underestimate the variance of the parameters in the model and also can cause

use to reject null hypothesis when it is true. Breusch-Pagan test the null

hypothesis that the error variances are all equal versus the alternative that the

error variances are a multiplicative function of one or more variables. A large
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chi-square of 41.32 indicates that heteroskedasticity is present. The

consequence of this is that the standard errors and t-statistics for the models are

invalid. The VIF test was performed in order to measure the extent to which the

repressers were related to other repressers and to find out how the relationship

affected the stability and variance of the regression estimates. Variance inflation

factor of 4.54 shows that model have relatively moderate multicollinearity

problem. Severe multicollinearity is problematic because it can increase the

variance of the regression coefficients, making them unstable.

Since the variables under consideration are not stationary the study used

the first difference of the variables to confirm our results using DOLS

estimation technique. The study also realize that correlation of first difference

of the data series are significant as shown in column one of Table 34 below.

This reduces the possibility of multicollinearity problem.

Variable DOLS Newey-West

AGDF 0.161*** 0.101***

(0.055) (0.034)

ACPI -0.081** -0.063*

(0.029) (0.029)
ACPIxAGDP -0.062** -0.009***

(0.023) (0.003)

Obs 614 614

Number groups 41

R-squared 0.336

Adj R-square 0.323

F(3, 610) 48.29

Prob 0.001

Wald chi2 48.9

Prob 0.000

Source: Field survey, Winfiil (2016)
.01
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Correcting for serial correlation of the errors and endogeneity problem

the relationship between ACPI and ASMC is statistically significant and

expressed by -0.081 when all other explanatory variables in the model are held

constant. As shown in column one of Table 34, the sign of the linear relationship

is as expected. That is 100% increase in ACPI decrease the ASMC by 8.1%.

There is also enough evidence to conclude that there is linear relationship

between the interaction of ACPI & AGDP and ASMC. With the interaction

effect being significant then the actual effect of ACPI at mean GDP is -0.027

with a standard error 0.0104 which yields a t test of -2.64. Therefore at the

average AGDP, the study concludes that ACPI has statistically significance

negative effect on stock market performance.

DW test of 1.32 testify that the errors are serially correlated at 5%

significance level. That is the error covariances are not zero (0) and this will

underestimate the variance of the parameters in the model and also can cause

use to reject null hypothesis when it is true. Breusch-Pagan test the null

hypothesis that the error variances are all equal versus the alternative that the

error variances are a multiplicative function of one or more variables. A large

chi-square of 54.09 indicates that heteroskedasticity is present. The

consequence of this is that the standard errors and t-statistics for the models are

invalid The VIF test of 2.16 shows that model have relatively moderate

multicollinearity problem hence the regression coefficients are stable.

To account for the problem of heteroskedasticity and serial correlation

our study used Newey-West technique on the variables in their first difference.

As shown in column two of Table 34 above. The effect of ACPI on ASMC is

expressed by -0.063 with a t-statistic of-2.91. This implies there is enough
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evidence to conclude that there is negative linear relationship between ACPI and

ASMC assuming that other variables in the model are constant. That is as ACPI

increases by 1% ASMC reduces by -0.063. It is also established that interaction

effect has negative effect on ASMC. The partial effect of ACPI given average

AGDP is expressed by -0.249 with Newey-West standard error of 0.080 which

yields a t-statistic of-3.11. The relationship between GDP and CPI is expressed

by 0.101 with Newey-West standard error of 0.034. With this the study infer

that there is enough evidence to conclude that GDP and SMC are positively

linearly related.

Breusch-Pagan test the null hypothesis that the error variances are all

equal versus the alternative that the error variances are a multiplicative function

of one or more variables. Breusch-Pagan test of a small chi-square 0.457 implies

that heteroskedasticity is probably not a problem or at least that if it is a problem

it isn't a multiplicative function of the predicted values. DW test serial

correlation of 2.012 also fail to reject the null hypothesis of no serial correlation.

Wald chi-square of 87.5 confirms that the model fit the data set. VIF of 1.06 for

model 3 shows that the coefficients are relatively stable.

The Consumer Price Index is used as a proxy for inflation. In times of

inflation, prices are always unstable and rising. Income is therefore devoted for

consumption purposes. Savings and investment will therefore be negatively

affected hence affecting stock market performance of emerging economies.

The argument that the stock market serves as a hedge against inflation

is based on the fundamental idea of Irving Fisher (1930), and is known as the

Fisher Effect. The Fisher Effect states that in the long run, inflation and the

nominal interest rate should move one-to-one with expected inflation. This
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CHAPTER EIGHT: SUMMARY CONCLUSIONS AND

RECOMMENDATIONS

Introduction

This thesis has examined empirically the Education, institutional

quality, and macroeconomic determinants of stock market development, using

a panel data of 41 emerging market countries for the period 1996 to 2011. This

chapter covers the summary of the main findings of the thesis. It also covers the

conclusions arrived. Policy recommendations are also suggested and discussed

in this chapter.

Summary of Findings

Education

One of the interests of this thesis is to establish the possible effect of the

ability of the individual to invest in explaining the stock market development in

emerging countries. The model suggests that the Education per labor force and

economic growth can make a statistically significant and economically

meaningful contribution to stock market development. This study conforms to

the theoretical postulation and in the study of Ali (2011) and Yartey (2008). It

is clear from these results that countries with high levels of education stand to

benefit more in terms of stock market development. The results suggest that

policy makers should not expect significant stock market development if the
country's educational structure is poor. These results are generally in agreement

with the theoretical and empirical literature. There is widespread and robust

evidence that education plays a key role in enhancing stock market

performance, especially in those sectors where productivity and labour

utilization is relatively low. It is obvious that a healthy and dynamic stock
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market plays an elementary role in spurring stock market performance.

Therefore, improving education — in quantitative and qualitative terms — has to

be at the heart of policy measures aimed at raising the stock market performance

in a sustainable manner.

Poor understanding of issues on the part of the public discourages

potential investors from participation in stock markets. Roc (1996) argues that

the propensity to invest in shares rises with the level of education. That is, a

higher level of education increases confidence in stock markets by contributing

to a higher level of knowledge concerning financial activities. Without an

educated public which understands the fundamental rules, benefits, and

potential pitfalls of participating in financial investment, stock markets may not

be able to develop. Further, an educated population can increase the number of
available professionals (e.g. financial analysts, accountants and regulatory

nalysts) necessary for the development of an institutional and regulatory
framework.

Our findings have important policy implications for emerging countries,

cation plays a crucial role in stock market development.Firstly^ 6 u

p 1* makers in emerging economies may initiate policies to foster growth in
f cr^mndarv school enrolment in emerging economies. Overall,

the number oi secunua j

widespread and robust evidence that education plays a key role in

^  ' g stock market performance, especially in those sectors where

d ctivity and labour utilization is relatively low. It is obvious that a healthy

d d mic stock market plays an elementary role in spurring stock market
performance.
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Institutional Quality

The second interest is the effect of institutional quality on stock market

performance. Estimates trom several empirical studies like Ali (2011) and

Yartey (2008) specifications were consistent with this model suggesting that

institutional quality can make a statistically significant and economically

meaningful contribution to stock market development. It has also been

established that components of institutional quality also have positive influence

on stock market development of emerging markets. By this findings policies

tailored to reduce corruption, government effectiveness, political stability, voice

and accountability, regulatory quality and rule of law should be taken seriously

and encouraged. The payoffs from strong institutional quality include not only

larger stock markets, but also greater integration with world capital markets via

th influx of capital. Better governance environments increases returns to
shareholders by reducing both transaction costs and agency costs. All these go

prove on the performance of stock markets. Our findings have important

policy implications for emerging countries in that development of good quality
the attractiveness of equity investment and lead to stockinstitutions can aiieci mc

market development. Also emerging countries should improve their
t'tutional framework because strong institutional quality reduces political

k  hich is an important factor in investment decision. Policy makers must
e that a fair level playing field is established, so that investors can focus

their attention on exploiting growth opportunities without fearing for their
property rights.
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Emerging economies have markets that are taking too long to pick-up.

The road to stock market development depends significantly on institutional

arrangements and the regulatory environment. Quite often these arrangements

have been ignored. Corruption remains dire in emerging economies and

represents a significant risk to financial market development. As stock markets

grow broader and deeper in emerging economies the question becomes more

critical. Results demonstrate a significant positive association between stock

market performance measures and the element of institution quality (control of

corruption, political stability, rule of law, regulatory quality, voice and

accountability and government effectiveness). These findings suggest countries

with better developed institutional quality would lead to stock markets

erformance A future research direction on the association between

institutional factors and financial markets should use firm-specific indicators to

confirm the findings. Also, exploring how foreign direct investment is impacted

by the institutional quality could have interesting policy implications. The
fi dings of this paper calls for institutional reforms as supported by the findings
of Clark (2003), Ngugi (2003), and Mutenheri & Green (2003).

According to Bartels et al., (2009) improvements in political economy

onsiderations, especially the mitigation of political & regulatory uncertainty

(T umi 2011) and reduction of corruption (Darley, 2012) will increase the
possibility of funding through stock markets.
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Macroeconomic variables

The last concerns of this thesis is to find out the effect of macroeconomic

variables on stock market performance of 41 emerging stock economies over a

period 1996 2011. The study found that gross domestic product. Money Supply,

and Consumer Price Index, are the important determinants of stock market

development.

Several policy implications can be drawn from this study. The

government, in formulating monetary policy, must be aware of the fact that the

stock market responds more favorably to an increase in the Money Supply.

Leaders in emerging economies must also be conscious of the fact that stock

prices tend to increase when the leaders implement expansionary policy to

increase GDP.

Conclusion

This result is generally in agreement with the theoretical and empirical

literature. For instance, Ali (2011) and Garcia and Liu (1999) found that policy

ate market liquidity and education have a positive effect on stock market

development in emerging markets. The variable of interest Education is positive

and significant in explaining stock market development in emerging markets.

Barro (1991)» Benhabib and Spiegel (1994), Barro and Xavier Sala-i-Martin

(1995) Sala-i-Martin (1997), and Salami and Acquah-Sam (2013) also found
chooling to be positively correlated with the growth rate of per capita AGDP

across countries.
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In the case of institutional quality on stock market performance the study

was interested in the effect of institutional quality on stock market development

for emerging economies. Six different sub-categories of institutional quality

(voice and accountability, political stability, government effectiveness,

regulatory quality, rule of law, and control of corruption) are analyzed. The

empirical results are based on annual panel of data of 41 countries covering the

years between 1996 and 2011. The results suggest that institutional quality has

a positive and significant effect on stock market development. Of all the

components of institutional quality only regulatory quality turn out to be

insignificant in explaining stock market performance in the emerging stock

markets.

The study also establishes that financial intermediary (policy rate), stock

market liquidity and the stabilization variable (consumer price change) are the

important determinants of stock market development, while Money Supply does

t prove to be significant. In addition, the study found that financial

t mediaries and stock markets are complements rather than substitutes in

d  elopment process. In order to promote stock market development in
emerging economies, it is important to improve stock market liquidity, develop

financial intermediaries and then control inflation.
The salient conclusions drawn from this study suggest that strong

t'tutional quality, education and macroeconomic variables are important for

th stock market development in an emerging country's markets. To reverse the
sistent anemic stock market performance trend in emerging economies, both

d mestic and external policy makers may have to place significant emphases on

h maintenance of the voice and accountability, political stability, government
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effectiveness, rule of law, and control of corruption. The need to stabilize the

macroeconomic indicators as well as improving upon the knowledge base of the

citizenry is equally important for performance of stock markets in emerging

economies. Although our empirical results are intriguing, they warrant further

analysis. Much work remains to be done to better understand the relationship

between stock market performances. Although the paper sheds light on the role

of knowledge, institutional quality and macroeconomic variables on stock

market development, it does not study individual country cases, nor analyzes

when countries are ready for stock markets development. Finally, Stock market

performance is an indicator to the foreign investors on the stability of the stock

market It is therefore recommended that good measures should be put in place

to promote the stock market activities which in turn increases the stock market
performance.

Recommendations

The findings from the three empirical chapters of this thesis have

important policy implications for emerging economies. The following are

some recommendations for policy directions to ensure longer-term

d  elopment of emerging economies' stock markets by considering the

following policies;

1 Macroeconomic indicators stabilization will provide certain commodities

and materials, including copper, gold, steel, cocoa and wheat, would provide

support for companies in those sectors going forward.

2  Promoting the supply of capital by development of a deep and broad
nvestor base. This liberalization allows foreigners to purchase domestic

tocks and it removes restrictions on capital inflows and typically on capital
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outflows. Four categories of investors have a complementary role in capita!

market development. These groupings include:

•  "Buy and hold investors" like insurance companies or pension funds.

Defined-contribution public and private pension funds are critical to

longer-term capital market development.

•  "Buy and trade investors" policymakers can help to develop these types

of investors through educational programs as well as policies to

incentivize and encourage the middle class to place savings in mutual

funds, unit-linked insurance, and other medium-term products.

"Active investors" like hedge funds, some academics and government

officials, among others, attribute volatility and liquidity crises in

emerging markets to active investors, prompting many markets to

restrict their ability to trade. Policymakers should seek an appropriate

balance in the regulation of active investors, given the benefits they offer

financial markets.

"Private market investors" such as private equity or venture capital

funds should also be encourage by policymakers. These investors

provide capital for growth, for pre-listing stages, and for financial and
operational restructuring.

for capital by increasing issuer participation through
3. Improve tne aeiuauw

the following;

mjindatine the use of debt capital markets. Policies can
•  promoting or manuanuB

r-nntrolled entities to use debt capital markets to diversify at
lead state-cuii"'-'

1  t part of their debt funding from the banking sector. Similar policies
dating diversification could easily be extended to large companies.
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•  Promoting capital markets for financing infrastructure. Though few

emerging markets have successfully done so, this could be a powerful

lever.

•  Promoting the development of fast-growing small companies outside of

conglomerates. Developing vibrant startup ecosystems and venture

capital industries to supplant conglomerates as the main source of

funding for innovation would have a considerable impact on the demand

for IPOs in the medium term and hence improve the performance of the

stock markets.

4 Encouraging intermediation by creating competition among market
participants

5  Promoting free markets by setting a path for sustainable integration into

global markets, and

S  porting price discovery and resource allocation. Policymakers should
t precedents and influences market development. No market is perfect
d * terpretations of day-to-day or month-to-month price movements will

Some circumstances call for direct or indirect intervention to suppress
of excessive volatility or to redistribute resources to

the adverse impact oi

.«c r»f neoole in the economy. These decisions mirrordifferent groups oi f f

t/siriflhies and human development which in this case ismacroeconomic varwui^^ ,

Thk does not mean abdicating policy, but rather using the marketeducation, inisu

and incentives embedded in them to carry out policies.
Y  akers in emerging economies should establish transparent

and standards. The main objective of sound regulation is toregula

arent environment with predictable enforcement. The
create a transp
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objective is for both regulatory and self-regulated institutions to promote

standardization, and as a result, decrease financial cost and risk for market

participants. Pursuing these goals will often require a modified approach.

Emerging economies can achieve a good part of their objectives by adopting

standards and regulations that have worked in other economies and have

been adopted broadly in international markets, such as those set by bodies

like the International Organization of Securities Commissions. There should

a balance between supervision and regulation. Emerging market should
concentrate on better regulation and more engaged, development-minded

supervision.

Policymakers in Emerging economies also need enforcement

mechanism that matches the maturity of the legal system. Most developed
kets rely heavily on an independent, efficient, and well-functioning

• d' ■ to support market development. This is not the case in many emerging
A fif for-numose institutions or processes could be considered toeconomies, and tit-ior pu y

1  or complement the judiciary. While this may be beyond the scope of
.  market regulators, they could benefit from creating avenues

work for emerging

.. ^ o c.rh as arbitration forums to settle commercial disputes andto resolve disputes, sucna!>

.u tn resolve challenges like bankruptcy. This is an adjudicatingspecific patns xo
.. ^vrlusive jurisdiction to deal with all disputes includingauthority with the exciusiv j
.  . J This will ensure faster resolution of commercialinsolvency-related cases.

conflicts.

/.linv Hirections call for stable macroeconomic indicators.
All these poiit^y uu

and education of general population.good governance ana c
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appendices

Appendix 1
Country

Argentina

Bangladesh

Bolivia

Botswana

Brazil

Bulgaria

Chile

Colombia

Costa Rica

Czech Republic
Ecuador

Egypt

Ghana

Hungary

India

Indonesia

Jamaica

Jordan

Kenya

Malaysia

Mexico

Morocco

Nigeria

Pakistan

Panama

Paraguay

Peru

Philippi"®^
Poland

Romania

Saudi Arabia

nf stock market development 1996-2011—
"Total Value Stock Market Turnover Number of AGDP

R Listed

3.75

3.77

0.11

0.88

19.67

2.08

12.06

2.65

0.67

12.64

0.38

12.29

0.45

15.57

44.04

11.72

3.88

39.69

1.58

68.64

8.52

7.98

1.73

31.50

0.55

0.12

3.58

12.26

8.11

30.10

5.47

14.26

23.03

38.61

13.03

95.18

25.02

9.72

23.77

7.16

34.88

15.37

20.22

47.66

26.66

117.63

109.20

23.49

162.95

27.38

38.12

14.40

19.38

24.84

3.37

31.72

51.51

19.12

10.79

61.17

atio

23.36

54.44

0.97

5.38

53.21

13.13

12.66

9.93

5.29

53.42

5.20

27.11

3.29

66.30

103.11

47.89

3.14

29.04

5.68

39.58

32.97

17.58

8.53

167.50

2.75

5.17

16.37

23.53

61.71

21.14

84.02

Companies

l35

216

27

16

464

402

252

117

17

265

47

690

26

46

4845

294

39

169

55

748

168

60

189

683

22

54

225

219

238

2963

87

4285.75

377.21

1020.64

4981.22

4582.71

3437.66

6669.80

3295.39

4683.95

11852.47

2903.80

1158.47

486.02

9372.58

641.97

1195.98

4178.91

2135.87

528.17

4919.38

7468.29

1796.14

684.49

631.11

4573.13

1558.13

2706.04

1123.98

7199.95

4280.12

13402.12
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Appendix 1 - Indicators of stock market development 1996 - 2011
(Continuation)

Country
TVT (% of
AGO?)

Slovak 2.18
Republic

Slovenia 2.65

South 60.32
Africa

Sri Lanka 2.81

Thailand 44.10

Tunisia 1.68

Turkey 32.11

Uruguay 0.02

Venezuela 1.69

Zimbabw Q.40

SMC

(% of
AGDP)

Turnover

Ratio (%)

Listed

Companies
AGDP per
Capita $

5.83 40.82 346 10871.28

19.63 24.27 65 16522.56

173.05 32.81 534 4990.85

17.92 16.10 227 1103.19

57.64 84.48 424 2401.98

13.11 12.61 39 2859.05

23.95 135.91 260 6320.72

0.74 2.77 13 5460.68

8.57 14.66 74 5462.98

84.05 11.03 70 592.08

: Word Development Index (2012)Source

flj.T-Meanva'ues
cc

Country

Argentina

Bangladesh

Bolivia

Botswana

Brazil

Bulgaria

Chile

Colombia

Costa Rica

Czech Republic

Ecuador

Egypt

Ghana

Hungary

India

Indonesia

Jamaica

Jordan

-0.4034

-1.0853

-0.5842

0.89018

-0.0226

-0.2042

1.41986

-0.2673

0.55271

0.35474

-0.8574

-0.4762

-0.1112

0.52146

-0.4185

-0.8133

-0.3978

0.16751

of component of institutional

-0.449

-0.9328

-0.4165

VA RL

0.29274 -0.54595

-0.419 -0.88288

-0.0207 -0.71315

0.58373 0.604985

0.38306 -0.30584

0.50559 -0.18042

0.97859 1.244058

-0.3235 -0.62147

0.9973 0.50956

0.94333 0.84427

-0.2572 -0.91583

-1.0205 -0.06214

0.19119 -0.09981

1.03645 0.848601

0.38603 0.102799

-0.3025 -0.70697

0.54104 -0.44346

-0.5878 0.332669

0.52709

1.10567

-0.8018

-0.3276

-0.1357

lualit

PS

-0.158

-1.236

-0.58

0.9571

-0.121

0.2576

0.5722

-1.822

0.6717

0.8756

-0.744

-0.627

-0.071

0.8661

-1.168

-1.395

-0.215

-0.305

GE

-0.04

-0.708

-0.441

0.5529

-0.062

0.0326

1.2025

-0.146

0.2557

0.8707

-0.782

-0.329

-0.06

0.8262

-0.051

-0.351

0.1539

0.145
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Country

Kenya

Malaysia

Mexico

Morocco

Nigeria

Pakistan

Panama

Paraguay

Peru

Philippines

Poland

Romania

Saudi Arabia

Slovak Republic

Slovenia

South Africa

Sri Lanka

Thailand

Tunisia

Turkey

Uruguay

Venezuela

CC

-0.9503

0.26401

-0.2926

-0.1556

-1.1099

-0.9354

-0.3139

-1.1311

-0.2706

-0.5756

0.36823

-0.2833

-0.2407

0.2732

0.96691

0.37684

-0.2432

-0.2344

-0.0073

-0.1496

0.98092

-0.9906

-1.145

VA

-0.4172

-0.3936

0.14942

-0.6245

-0.8482

-0.9798

0.496

-0.3213

-0.0817

0.04629

0.97555

0.40729

-1.6093

0.87462

1.09796

Source

Zimbabwe
r^SridGoveroance

-0.3323

-0.1166

-0.9512

-0.2042

0.98193

-0.594

-1.3643

indictors (2012)

RL RQ PS GE

-0.96109 -0.2284 -1.18 -0.556

0.497353 0.53187 0.2162 1.0591

-0.5209 0.33923 -0.529 0.193

-0.0692 -0.1643 -0.357 -0.112

-1.24584 -0.8989 -1.7 -1.021

-0.8272 -0.6124 -1.944 -0.549

-0.14782 0.43084 0.029 0.0989

-1.00916 -0.5856 -0.787 -0.938

-0.65427 0.34411 -0.955 -0.309

-0.42186 -0.0458 -1.336 -0.046

0.560471 0.79406 0.6237 0.5508

-0.10001 0.30437 0.1844 -0.328

0.156765 0.02081 -0.281 -0.219

0.41101 0.92968 0.871 0.7573

0.98243 0.83968 1.0384 0.9661

0.090105 0.51175 -0.153 0.5842

0.112142 -0.0735 -1.32 -0.215

0.11109 0.25933 -0.576 0.2873

0.026233 -0.0333 0.1073 0.4315

0.034432 0.26525 -0.901 0.1311

0.543132 0.4374 0.7737 0.5012

-1.30372 -1.0288 -1.128 -0.972

-1.56669 -1.8256 -1.117 -1.07
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Appendix 3 - Definition and sources of data
Definition

Variables
Sources

is the stock market capitalization relative to AGDPi,t.

LASMQt 1 = X 100, where LASMCft-i is the yearly

growth rate of stock market capitalization relative to ACDP^, at the
present year (t). 'L' is the natural logarithm.

M2: M1+ time & savings deposits. is the Money Supply relative to
GDPj t. It is a proxy for banking sector development. LMSi,t=

onMSi >-inMSf.t-i) ^qq jg j|^g yearly growth rate of Money Supply
CDPit

relative to AGDPi,t, at the current year (t). 'L' is the natural logarithm,
jg a proxy for macroeconomic stability. LCPIit~

nnrP/„-mcp/u-i)^inn where LCPIu is the yearly growth rate of LCPIu
CDPit

at current time (t). 'L' is the natural logarithm.

Gross domestic product over population (GDP per Capita)

The abuse of public power, office, or resources by government officials or
nprsonal The extremity of the institutional quality indicator range isemployees tor peisutio'- . .. . . . .

•  tel .2 5 and 2.5 with lower values representative of poorer institutional
quality scores.

The degree of citizen participation in government and in the policy making
•me extremity of the institutional quality indicator range is approximately

'T'd 2 5 with lower vaines representative of poorer instimtional quality scores.me right toafair and public trial without undue delay, me extremity ofthe
i^ritutional quality indicator range is approximately-2.5and2.5 with lower values

representative of poorer instimtional quality scores,
n mrs which undemtine political stability such as conflicts of ethnic, reiigious,

al nature violent actions by underground political organizations, violentand regiona na u , axoemity of the instimtional

"tX '"I'''""™"''representative of poorer instimtional quality scores.
, effectiveness measures the quality of public services and policyTruTation and implementation, and thus indicates the credibility ofthe
fs commitment to such policies, me extremity of the instimtional

°ruarm indicator range is appreximateiy -2.5 and 2.5 with lower valuesrepresentative ofpoorer instimtional quality scores.
for government to formulate and implement sound policies andThe capacity promotes private sector development. The extremity of

regulations that pe ^ approximately -2.5 and 2.5 with lower

'"''Tats representative of poorer institutional quality scores.
■  index computed by row average of component of institutionalThis is a researcher. The extremity of the institutional quality

quality comp -mately -2.5 and 2.5 with lower values representative of
indicator range is institutional quality scores.

red by secondary school enrolment as a percent of a totalThis index is population.

go^

Stock market

capitalization

(SMC)

Money supply

(MS)

Consumer Price

Index (CPI)

Gross domestic

product

Control of corruption
(CC)

Voice and

accountability

Rule of law (RL)

Political stability
(PV)

Government
effectiveness

(GE)

Regulatory quality
(RQ)

i  Institutional quality

Education (E)

WDI, the EMDB of the IFC

and local stock markets

WDI, the EMDB of the IFC

and local stock markets

WDI, the EMDB of the IFC

and local stock markets

WDI, the EMDB of the IFC

and local stock markets

Worldwide Governance

indicators

Worldwide Governance

indicators

Worldwide Governance

indicators

Worldwide Governance

indicators

Worldwide Governance

indicators

Worldwide Govemance

indicators

Computed by the researcher

WDI. HOI.
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Within stat Panel rho Panel v Panel PP Panel ADF

Statistic

P-value

-3.411 0.54967

0.024 0.2897

-5.309

0.0000

-6.408

0.0000

Between stat Group rho 'Group PP Group ADF

Statistic

P-value

-3.8121

0.000

-4.0947

0.031

-5.991

0.0000

Source: Field survey, Wmlul (iUlOj

Annendix 6 - Westerlund Cointe^ration TestAppendix Gtau G alpha Ftau
Within stat ^ ^

P alpha

Statistic

P-value

-5.933 -U.4U1

0.021 0.0000 0.0000

-21.433

0.0000

Source:
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There has being no research In an attempt to explain
the current performance of stock markets in emerging
economies in relation to macroeconomic variables that
have seen remarkable improvement for emerging
economies over sampling period of this article 1996 to
2011. We argue that macroeconomic instability and
ceteris paribus negatively impacts stock market
development.

In contrast to this study, many researchers such as
Black et al. (1997), Hamao and Campbell (1992), Chen et
al (1986), Cochran et al. (1993), Fama and French
(1989), Harvey et al. (2002) and Schwert (1990) have
based their analysis on business cycle variables or stock
market valuation measures such as the term spread or
dividend yield. These variables are usually found to be
stationary which is the reason why they were not
accounted for.
The main objective of this article is to examine the

effect of the selected macro-economic (consumer price
index, money supply, and exchange rate in dollars) and
GDp' on stock market performance In emerging
economies.

Hypotheses

j  Ho: There is no significant relationship between the
designed macroeconomic variables and stock market
performance of emerging countries. This hypothesis tests
the relationship between consumer price index, money
supply, and exchange rate in US dollars.
H : There is significant relationship between the designed
macroeconomic variables and stock market performance
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portfolio equity in the finance mix of many developing
countries has grown in recent years. Equity flows
accounted for 80% of total extemal financing to
developing nations during 1999 to 2003, compared with
just 60% during 1993 to 98 (Global Development
Finance, 2005). Cross-border capital flows, which include
lending, foreign direct investment and purchases of
equity and bonds, rose to a peak of $11.8 trillion in 2007,
primarily due to the acceleration in interbank lending with
a smaller share being the flow of funds to real economy
borrowers. According to a McKinsey Global Institute
(MGI) study, as of 2012, cross-border capital flows had
declined by 61% from the 2007 peak to $4.6 trillion. Most
of this reduction was in intra-European flows, thus raising
the share of global capital flows to emerging economies
to 32% in 2012 ($1.5 trillion) from 5% In 2000. Capital
flows out of developing countries rose to $1.8 trillion in
2012.
Development of stock markets in emerging market

does not imply that even the most advanced emerging
stock markets are mature. Trading occurs in only a few
stocks which account for a considerable part of the total
market capitalization. Beyond these actively traded
shares, there are serious Informational and disclosure
deficiencies for other stocks. There are serious
weaknesses in the transparency of transactions on these
markets. The less developed of the stock markets suffer
from a far wider range of such deficits. Compared with
the highly organized and properly regulated stock market
activity in the US and the UK, most emerging markets do
not have such a well-functioning market. Not only are
there inadequate government regulation, private
information gathering and dissemination firms as found in
more developed stock markets are Inadequate.
Moreover, young firms in emerging stock markets do not
have a long enough track record to form a reputation. As
a result, one expects share prices in emerging markets to
be arbitrary and volatile (Tirole, 1991). Empirical
evidence indicates that share prices in emerging markets
are considerably more volatile than In advanced markets.
Despite this volatility, large corporations have made

considerable use of the stock mar1<et. For example, the
Indian stock market has more than 8,000 listed firms, one
of the highest in the World. Looking at the corporate
financing pattern in emerging markets it was found that
contrary to expectation, emerging market corporations
rely heavily on extemal finance and new equity issues to
finance long term investment and the stock markets have
been successful in providing considerable funds.
Market liquidity is one the measures of stock market

development. Market Liquidity is ability for investors to
buy and sell shares. Stock market performance was
measured using total value traded as a share of GDP,
which gives the value of stock transactions relative to the
size of the economy. According to the work of Levine and
Zervos (1998) this measure is used to gauge market
liquidity. This is because it measures trading relative to
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GDP in percentage terms. South Africa and Zimbabwe
are the only African economies sampled that have stock
market capitalization making more than 50% of their GDP
as shown in Figure 3. All the other African countries
sampled were below 50% of their GDP.



Winful et al. 111

larket capitalization of
li|604 billion to $3,074 billion f™" P®"°f
ffie trend continued In the 2000
la^la, Jordan, Jamaica. '^P"®' V ,.n-J
|i dnd Philippines accounting for t"^® "?® .
*j^ltalizatlon as portrayed in Figure 4.1" t®^® «
ra^et ^°5®o%°of GDP. With the
are making less than 50 /o ot
sisonomies sampled econoniiies and

Botswana with GDP "k® . market
je terms is cited as g^ock market
ti^n and Zimbabwe wrth high stocK^^m^
tion cited with iow GDP as sh .g^g Africa
'case emerging econornie .^gij^gtion are

JTERATURE

.  ctock market
nic variable

.  are determined by
led that stock P"f®® igtues such as the
ital macroeconomi inflation. Fama
le exchange f'® fipiflcant relationship:s that there exists 9 f^gcroeconorriic
^  returns and QL,tput and industrial
ly: inflation, national, P gigg been
)ck market-output « barumshah, 1996,
lied (Habibullah and jpdicate that there
i  1999). These result retums and
111 relationship activity.
ivels of real ®f rate will l^ke v
change rate andjnf'Let corporate
prices ' shiller (19®®' ̂rforis

he same di""®®"®";, changes in i"^®®'° i.
stock prices reflect ®»® J^aln economic
bout future values mes.
ffect directly tP® P^t developni®"'^
ween Capital ma^e^^ '®®®!,frame

d'Sdran'd%d^^^^^^
:rma'^<errthe

This will I®®"'°Henc®. because
the economy. l®'''®'^®-iai role in

Id deveiopment wi" " crucial rof capital resourc®® ̂ y„,c output.
)n of the rate of the

Osei (2006) investigates both the long run and the
short run associations between the Ghana stock market
and macroeconomic variables. The paper establishes
that there is co-integration between the macroeconomic
variables and Ghana stock market. The results of the
short run dynamic analysis and the evidence of
co-integration mean that there are both short run and
long run relationships between the macroeconomic
variables and the index. In terms of Efficient Market
Hypothesis (EMH), the study establishes that the Ghana
stock market is information ally inefficient particularly with
respect to inflation, treasury bill rate and world gold price.
Kuwornu and Owusu-Nantwi (2011) examined the
relationship between macroeconomic variables and stock
market retums in Ghana using monthly data.
Macroeconomic variables used were consumer price
index (as a proxy for inflation), crude oil price, exchange
rate and 91-day Treasury bill rate (as a proxy for interest
rate). Full information maximum likelihood estimation
procedure was used in establishing the relationship
between macroeconomic variables and stock market
returns. The empirical findings reveal that consumer price
index (inflation rate) had a positive significant effect, while
exchange rate and Treasury bill rate had negative
significant influence on stock market returns. On the
other hand, crude oil prices do not appear to have any
significant effect on stock returns.

Eita (2012) investigates the macroeconomic
determinants of stock market prices in Namibia. Using
VECM econometric methodology revealed that Namibian
stock market prices are chiefly determined by economic
activity, interest rates, inflation, money supply and
exchange rates. An increase in economic activity and the
money supply increases stock market prices, while
increases in inflation and interest rates decrease stock
prices. The results suggest that equities are not a hedge
against inflation in Namibia, and contractionary monetary
policy generally depresses stock prices,
Fama (1981) argues that expected inflation is

negatively correlated with anticipated real activity, which
in turn is positively related to retums on the stock market.
Therefore, stock market returns should be negatively
correlated with expected inflation, which is often proxied
by the short-term interest rate. Kaul (1990) studied the
relationship between expected inflation and the stock
market, which, according to the proxy hypothesis of
Fama (1981) should be negatively related since expected
inflation is negatively correlated with anticipated real
activity, which in turn is positively related to returns on the
stock market.
Spyrou (2001) also studied the relationship between

inflation and stock returns but for the emerging economy
of Greece. Consistent with Kaul (1990) results, Spyrou
r200l) inflation and stock returns are
negatively related, but only up to 1995 after which the
relationship became insignificant. Kyereboah-Coleman
and Agyire-Tettey (2008) used cointegration and the error
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Empirical models

Macroeconomlc variables and stock market development

For the purpose of this empirical study, the unit of analysis is the 41
emerging economies stock market. Here, we will draw upon theory
and existing empirical work as a motivation to select a number of
macroeconomlc variables that we might expect to be strongly
related to the real stock price. The real stock price depends upon
the expected stream of dividend payments and the market disccunt
rate Hence, any macroeconomic variable that may be thought to
influence expected future dividends and/or the discount rate couid
have a strong Influence on aggregate stock prices. Themacro-economic variables selected as explained under theoretical
model of this article are; money supply (MS), consumer price index
fCI) and foreign exchange rate in US dollars (EXCH). The objective
here is to test the effect of economic growth measured by GDP, andmacroeconomic variables (MS. CPI. and EXCH) on stock market
capitalization of emerging economies. In this paper, we will draw
UDon theory and existing empirical work as a motivation to select a
number of macroeconomic variables that we might expect to be
strongly related to the real stock price.

In this study, the model used by Sangmi and Mubasher (2013)
was adopted and modified. In this empirical chapter least squares

ression is again considered due to the numerous advantages
that It has over other estimation techniques. The analytical model
for the macroeconomic determinants of stock market performance
is depicted by the modified model of Sangmi and Mubasher (2013).
gjyjQj = Po "I" Pi^DPit + P2MSi( + PsCP/jt -F P4EXCHjt -I- Cft (1)

Where SMCfr is the stock market capitalization relative to GDPf^r.
cMf = 100, where SMQf_i Is the yearly

growth rate of stock market capitalization relative to GDFf.f, at the
present year (t). GDPi,^ is Gross Domestic Product. It is a proxy for
economic development. GDI>-,f= ( x 10° I® the
yearly growth rate of GDP relative to GDPi.f, at the current year (t).
MS- ,, is the money supply relative to GDPi^r . It is a proxy for
banking sector development. ) x 100 i®
the yearly growth rate of money supply relative to GDi»-,t., at the
current year (t). CPln is a proxy for macroeconomic stability._ cp/t-r-g'Af-i..j^lQO , where CP/if Is the yearly growth rate
Cr/ft- I cDPit
* rPJ- at current time (t). EXCHi^ is a proxy for macroeconomic:Li X100%, whe. EXCH,^ is

the yearly growth rate of EXCHi^ at current time (t).
np was interacted with all the other macroeconomic variables one
rrme to determine the actual effect of these variables on stock

r^t performance. The following models were run and the"^anificance levels were tested at a=0.05 using different Robust
OLS and FGLS. respectively.
SMC(t = Po + Pi^DPit + PzMSit -I- + p4EXCH,t + % (2)

P3.P4<1

SMC/t = Po + Pi<''^''« + + PsCGDP X MS)it + % &
Po.Pi.Pz'P= ^ ^
SMC,, = Po + ^ +
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Wongbangpo and Sharma (2002) among others, indicate that both
exchange rate levels and changes affect the performance of a stock
market. That is currency depreciation will have a favorable impact
on a domestic stock market. The opposite should hold when the
currencies of the country appreciates against foreign currencies.
The effect of money supply on stock prices can be positive or

negative. Since the rate of Inflation is positively related to money
growth rate (Fame, 1981), an increase in the money supply may
lead to an Increase in the discount rate and lower stock prices.
However, this negative effect may be countered by the economic
stimulus provided by money growth, which would likely increase
cash flows and stock prices (Mukherjee and Naka, 1995). Following
Geske and Roll (1983), Chen et al. (1986), Wongbangpo and
Sharma (2002), we hypothesize a negative relation between stock
prices and consumer price index (CPI). The levels of real economic
activity (proxied by CPI) will likely influence stock prices through its
impact on corporate profitability in the same direction: an increase
in real economic activity (fall in the consumer price index) may
increase expected future cash and hence, raise stock prices, while
the opposite effect would be valid in a recession. Consumer price
Index is used as a proxy for inflation rate. It is chosen because of its
broad base measure to calculate average change in prices of goods
and services during a specific period. Inflation is ultimately
translated Into nominal interest rate and an increase in nominal
Interest rate increases discount rate which results in reduction of
present value of cash flows. An increase in inflation is expected to
negatively affect the equity prices.
Consumer price index is used to measure macroeconomic

stability. Macroeconomic stability may be an Important factor for the
development of the stock market. It is expected that the higher the
macroeconomic stability the more incentive firms and investors
have to participate In the stock market. The stock market in
countries with stable macroeconomic environment Is expected to be
more developed. Consistent with previous studies inflation has
been used as a measure of macroeconomic stability. Although
there is no agreement on the relationship between macroeconomic
stability and stock market development, it is argued that higher
levels of macroeconomic stability encourage Investors to participate
in the stock market largely because the investment environment is
nredictable. Furthermore, macroeconomic stability influence firms
nrofitability, and so the prices of securities in the stock market is
likely to increase. Investors whose investments are experiencing a
capital 9^1" to channel their savings to the stock
market by Increasing their investments, and so this will enhance
stock market development. This variable is proxied with consumer

i e Index. The selection of these variables was based upon the
nresent value model (PVM) theory and literature discussed. This
tudv investigates the effect of macroeconomic variables on stock
market performance in emerging economies for the period 1996 to
2011
The technique used to estimate the coefficients of the linear
gssion model is the least squares method. Although the

^ riinarv least squares (OLS) estimator is consistent in the presence
°f a serial correlation in the error term and it is well known that the
OLS estimator contains the so-called second-order bias. Focus is

the dynamic ordinary least squares (DDLS) estimator instead of
?ullv modified OLS estimators (FMOLS). The Newey-West
stimates are also used to correct for the heteroskedasticity and

sirial correlation in the results.

results and discussion

Descriptive analysis of the variables

Table 1 summarizes the basic statistical features of the
data under consideration including the mean, the
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Mfn Max Skewness Kurtosis Prob

33.1 1089.2 0.578 2.283 0.001

2761.33 1.08E+10 0.664 2.331 0.001

98.2 214.7 0.598 2.291 0.000

0.2 11427.7 0.612 2.309 0.002

6.12 26.13 0.654 2.394 0.000

suggest that the distributions of the variables are
leptokurtic, that is non-normal. The data set are not
exactly normally distributed since their respective mean,
mode and median are not exactly the same, but the data
was sufficiently appropriate for the purpose of the study.
The mode values were not shown in the table due to
soace To confirm the accuracy of the normality
assumption, the JB statistics and the equivalent p-values
were employed. The findings indicated that all variables
are rejected at 1%.

The table revealed that all the variables possess the
state of normal distribution, except SMQ^t and GDPf^t
which are moderately skewed to the right. SMQ,f and
EXCH-1 have kurtosis values of more than three, and the
series are called leptokurtic. As for the remaining
variables, the values of kurtosis are less than three, and
the series are called platykurtic (Bulmer, 1965).

The study results revealed that the volatility of the
variables measured by the standard deviation is high for
GDP and consumer price index. To confirm the accuracy
of the normality assumption, we employed the JB
Qtatistics and the equivalent p-values. The findings
indicated that all variables are rejected at 1%, except for
consumer price index and policy rate at 1%.

Correlation analysis

Aithouah it is not possible to comment on causation, the
suits reported in Table 2 revealed information on the

'^tranath of the relationships connecting the nine
macroeconornic variables. It shows strong positive
aifltionship between stock market capitalization and
[r' ' V supply and a negative correlation between

nsumer price index, exchange rate and market
italization on the other hand.

These results support the inclusion of these
macroeconornic variables in our analysis.

I evine and Zen/os (1998) established that measures of
k market development are positively correlated with

asures of financial intermediary development. We
"^^mine if this complementary relationship exist in
®^lrnina economies. Data permitting, we average the
A fa over the 1996 to 2011 period so that each country
u c one observation per variable. We compute therelation between stock market development (measured
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Table 2. Correlation coefficient of macroeconomic variables and SMC (levels)

Parameter SMC
SMC 1.00

MS 0.647*

CPI -0.454**

EXCH -0.642*

GDP -0.581*

MSxGDP 0.507*

CPIxGDP -0.423

EXCHxGDP -0.619

-0.546

0.558*

CPI
gynH GDP MSxGDP CPIXGDP EXCHxGDP

-0.683

-0.523*

1.00

-0.624*

0.389

0.614*

0.597*

1.00

0.611

-0.547

-0.691

1.00

0.641

0.683*^

1.00

0.573* 1.00

*. **, *** Correlation is significant at 1, 5 an

:et capitalization) and all Table 2.
i for this empirical the data sets are
3rrelation analysis reveals jg found to
orrelated with each other. .'''LExCHf,f as
> much more with aicq notable is
id with the rest of the variabi • gpj
St,r is highly correlated with
. GDPi, is found to be 9 confirms
ind LEXCHit respectively. OurofDemirguc-KuntandLevineO gfock
inancial intermediary deve^P^®" than
development are comp e g^e ^
8s. In general, the da variable
d: meaning a change of one gther
3sult to a substantial n^gcro-economic
' which is expected for su
I,

Ion analyses and hypothesis J „
. before the regression ggts in
the trend of the fo^ir ^ macro-ec®n
the trend of the mv ^j^g countrie

• For the heterogeneity ^e of error term^
neous serial correlation ^.ggt tests*
ley three different , tests for 1,6
considers three ®*®^'^j'tegrated °[g!ts are

'es in each panel a''®. '"Lgt. These *®®*®uadri
' known as stationarity qq3) test anal. (2002) test, im et al. (200 ;
St for stationarity. _ . stationan y.. igtic

possible. IPS tests the null hypothesis of unit root against
heterogeneous alternative hypotheses which specify that
some series in the panel are non-stationary. Hadri (2000)
test is distinctive from other two tests mentioned for
testing the absence of unit roots, that is, variance of the
random walk equals to zero. He proposes a
parameterization which provides an adequate
representation of both stationary and non-stationary
variables and permits an easy formulation for a residual
based Lagrange-Multipller (LM) test of stationarity. Here,
it is assumed that the time series for each cross-sectional
unit is stationary around a deterministic level or trend,
gainst the alternative hypothesis of a unit root.
Table 3 shows the results of panel unit root tests for

each variable in the panel at level and at first difference.
The results show that all the panels contain unit roots at
level However, at a differenced level, the panels are said
to be stationary, though there may be possibility of
non stationary series in a stationary panel as the panel
unit root test will not identify the particular series that is
not stationary. This is only a drawback of the panel unit
ot test nevertheless stronger and higher degree of

nower is'gained in panel setting than In the usual single
rross-sectlonal setting. This is as a result of the
nmbination of information from time series and
^ ss sectional data which leads to improvement of

wer of test (Im et al., 2003). The tests are conducted in
h  folds First, is carried out with the inclusion of
r° idual effects followed by the Inclusion of Individual
' ffpct plus deterministic time. The results show that some
f the panels contain unit root only at the inclusion of time
? nH while others confirm the presence of unit root at
K^h levels of testing. All the variables are tested at 5%
I  /p| of significance and the p-values displayed with their

-QPcjjng t- statistic in parenthesis. The results from
e three tests provide support for treating all the

f-^iHiial series as non-stationary in their levels but
TtSary in their first differences.

I  order to establish whether there exists a relationship
tLeen stock markets performance of emerging

'^ nmies and macroeconomic variables, a regression
®^°? ̂ic was conducted where the stock marketanalysis
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8 3. Results of the panel unit root test (C).

Variable
LLC Test

NT

iSxQDp
^SxQDP
flxQDp
pl><GDP
I^CHxqdp
I^Hxqdp

0.031(4.53)
0.0000(4.866)
0.047(1.571)
0.0114(2.141)
0.022(4.33)
0.000(5.67)
0.001 (-4.87)
0.079(-1.42)
0.175(-2.52)
0.000(-6.68)
0.065(2.12)
0.000(7.42)
0.011 (-2.03)
0.001 (-4.24)
0.065(-2.12)
0.000(-3.62)

0.178(6.51)
0.0115(2.431)
0.048(1.141)
0.000(3.552)
0.179(0.66)
0.02(2.11)
0.001 (-6.70)
0.001 (-4.35)
0.161 (-4.63)
0.000(-6.75)
0.057(2.23)
0.000(5.23)
0.108(-2.17)
0.000(-3-12)
0.057(-2.28)
0.000(:5:08)

IPS Test

NT

0.328(0.426)
0.0000(5.481)
0.341(0.754)
0.000(5.829)
0.32(0.42)
0.000(6.58)
0.212(-0.81)
0.2l2(-6.59)
0.234(0.34)
0.000(-8.58)
0.124(0.34)
0.000(3.34)
0.077(-2.34)
0.000(3.764)
0.124(1.34)
n ni 0(3.67)

0.327(0.457)
0.0000(4.047)
0.304(0.755)
0.000(5.534)
0.32(0.42)
0.000(4.33)
0.210(-0.81)
0.210(-5.28)
0.289(0.283)
0.000(-6.66)
0.309(0.231)
0.000(4.347)
0.104(-1.166)
0.000(3.443)
0.309(0.233)
n.003(4.64)

Hadrl Test

NT

0.000(12.177)
0.276(0.577)
0.000(14.52)

0.235(0.677)
0.000(13.16)

0.28(4.33)
0.000(-15.34)
0.237 (0.72)
0.000(7.91)
0.469(0.91)
0.000(7.91)
0.108(1.83)

0.000(9.37)
0.155(1.91)

0.000(7.92)

0.311(0.371]

0.0304(1.584)
0.1754(0.781)
0.000(7.915)

0.584(0.597)

0.03(1.59)

0.19(4.33)

0.000(-9.06)
0.70(-0.52)

0.004(2.28)

0.213(2.05)

0.014(3.98)
0.014(2.22)

0.004(6.93)
0.012(1.27)

0.014(3.98)

0.277(1.98)

!  — jg

'6s and brackets is the t-va!ues, the signif
I =0.05.

Table 4. Relationship beween^
,-„..vaHabiesand^MaH.e.Perfonnanoe.

SMC

GDP

MS

0 I

EXCH

cons

Coefi

0.090

0.034

-0.097

-0.079

1.1^

stdjrt
0.046

0.025
0.046
0.059

0.43^

J_
1.97

1.36

-2.11
-1.33

2.^

^Q«;%Conf. Interval]
0

0.029

0.034

0.016

0.018

0.0^

-0.171

-0.057

-1.225

-1.088

0.898

.915

0.194

0.023

0.178

2.984

s 0.000. R-«

~~;^7f(4, 610) =/®!!ie^Keda8ticity(ls«l"
Number of Igsult corrected fo
MSE = 0.228.OLS resun

Adj R-Square = 0.216. Root

four predicto''
is regressed

-s; gross domestic -pd exchaoS® is
^^0. money supply ̂  . etandard best
(EXCH) using robust

'hed that least squares m in ^ the
^  line. However, there J^^y^ghip
'Ship or perhaps no l'"®^^nendent vanab'e-
^tory variables and the d P ipipractica • . ggr
!ht line model Is likely error of
't is important that we ̂  . g stander jg
fits the data by emp^ng^^ and anaiy

coefficient of deter supplV'

Pd (GDP' "l^rwhil® thepredictors were usejJ ' ̂ge .r^^on. "edictors were K i"®®
price index and

irariabie was stod* g-roecorK"®, i^iance; if
^ that the selected rnac^arketperf^jT^tests in
' Pest predictors for ® gHuct a f® the ®
1 there was need to ^ake' there was need ro . gg to

■„n Hstimated best linear unbiased estimators
According to Addeibaki (2013), in conducting a

research, one of the means of testingquantitaiw ,ationship among variables is to engage
objectively I assumptions clearly stated and
in an mdu'ry > deductively while guarding against
testing substitute clarifications, and be skillfuljjjas. controHing ̂
to generalize relationship between dependent

por ^®eMn'and Independent variables (GDP, MS,
variable determined. All the variables were
Cpl '=A ) traditional significant levels. Thenotslgnifican indicating that the model fits the
f test relationship was then viewed with MS, CPI
data set. ^jgj„g models 3. In each of this
and ,1 interaction effect was also determined,case also, between money supply and stock

The ance was tested with model 3 as shown m
nnarket Pe"; . ^grcept is 3.915 which is the stock market
Table 5. T independent variables are zeroperformance wne

eliminate any potentia
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e+n/^u Market Performance and Money SupplyTable 5. Relationship between Stock Market Kenorm
Std. Err.

MSxGDP

cons

r95% Conf. Interval]

6.471 7.945
-0.057 0.194
-0.044 0.084
2.898 4.984

_ Qf. pmh > F = O.OOU.

Number of obs = 615. pp, ^ heteroskedastlclty (levels)
MSE = 0.183. OLS result corrected to

-;;;;;7r^,000. R-squared = 0.273. AdJ R-Square = 0.246. Root

«n Stock Market Performance and Consumer Price Index,Table 6. Relationship "eMree ___ ,95%conf.

SMC

P>|t[

0.001

r95% Conf.

0.028

0.001

0.001

Interval]

5^34 8.054
-0.013 0.164
-0.074 0.009
1.713

0.233. Adj R-Square = 0.231. Root

MSE = 0.158. OLS result c

Table 7. Relationship between

6.72

-0.053
-0.048

3.9^

Stock MarketRerformanceand^^^Tj [95% Conf. Interval]
tm ^20.032 ™

n004 -0-225 0.277
„  0 782 0.0180.000 -o-'°f

0.001 i-044_
4.127

ZZf = 0.000. R-sP
Adj R-Square = 0.254. Root

Number of obs
MSE = 0.113. OLS result

if zero (0) '®
niisleading to Interpret particul^V indepen^)

f the range of the values of ^gnable o
The relationship P®'^°'^ money

money supply and stoc increase
'"ed by 0.076. For every "^,he test
(MS), stock market perf ^glue o' gpough

,  he sign Is as expected- js f® ..-pship
t IS 1.66 which implies tha reiati
^ to Infer the existence^ ® perf®'"'®" iso not
? the MS and stock mari^et P^p ,3 also^hon effect of the MS a® evjd ^gt
fy significant but there « ®"g„d stock m
;®-^re,atlon between „,gz(CPO®^

3, the effect of ®®"®""'|merging ir ggsed tJV

's not as expected. ̂ ^gfUcient ̂  of
® to conclude that the evidence
'2ero(0). This may mean no

.  »h!n or there is linear relationship but because ofrelationship ^u|tj,collinearity we fail to reject the null
the proDieni

hyPu'^'^ntaracaon effect of CPI and GDP on SMC Is
nfSilch implies that the coefficient of CPi whensignificant w misleading since the effect

all other tacio igflggnggd by GDP. To determine the
CPI on SM interesfing values of GDP
actual effecr V g^gg, j^e mean
a,ust be piugg®® 33 g, g,g a,gan gdp, the effect of
value of i4ur- .qo48. The standard error of this

CPi o" fteool6whichyieidsat-sta«sticof-2.99.Withcoefficient ̂  u. ggn enough evidence to
relaflon of G" (3 ̂  imgar relaflon between them,
conclud® tn . dgpghip in model 3.
confinn'ng "2 . In between exchange rate (EXCH) and
The relabonsnv g,, gther factors are zero

stock marire pefomia^
is signi"®® i_ Table 7 This implies the coefficient ofGDP «®^l:r;proS® The actu'ai effect of EXCH at
.0 053 IS not apMj R g standard error ofthe mean va^"®°3 „,g^ ,3 pot enough evidence to infer
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AEXCHi^t AGDPi

ASMCf,tCoirelation

ASMCjf

Kt

AEXCH

_552£l£
The dependent variable is SMC,

'3r relationship between EXCH fJ^^^Sgtion and
^ expected. We test for s^nal
eskedasticity in the error term m ^ - 0
[his assumption is formally value of all

j, which means that the exp jpdeed, the
^'se products of error terms is '^q products
terms are uncorrelated, the P gp expected

f^eel those that are negative j® . although the
0. If this assumption r gome value for

eted regression model can stHI ^.promised. The
^'on. its usefulness is greatly comp.^ unbiased
eted regression parameters . leaving the
^tors of the corresponding true ^g^gjjijgpjng PJ?*"
^ted model appropriate for predicting
9tes and the model can be estimates
s. However, the standard errors signif"®®" •(
.  regression parameters -gpusly
Estimated which leads to gpout the s P

Because testing "^yP® ® gponding ®°"^^®test^^nts and computing the corresP^^^ the t
rely on the calculated J- me
the presence of correla made Jmmb
^ypes of inferences cann gggpce of P |

^ test of 0.351 implies the P gignificanc® ' jH
jJ[®'3tion in the error term a ^0) and

e error covariances are ;^^%'ametersj Jh,,
.  ̂"tiate the variance of jgction of ^^gt
.  9nd also can cause the gp is use j

When it is true. Breusch-PaS^gs are all ^
hypothesis that the error variance

)lir Qltemative that the variable®- jg®tive function of one or peterosked ^^gg
of 37.83 Indicates ^gsticity point

I of one u. heterosK®"^ ^oes
indicates g^asticity point
je of heteroskeda OUS ̂P

bias or inconsisten y the gpse
The consequence of ^^.g mvalid- pgcted
t-statistics for the mod 2 n-elatio")
•Watson statistic is f gerial .^g^ it is
r the null hypothesis ^pper pgiat®^'
2low the 5% lower ''m" serially ̂  made
that the disturbances jgpies
's the problem, the ^.gPles. ^ the
>y first difference of gonseddeh®
edasticity has serious con ̂ ^^.^gtor
riatnr Althniioh the

..nhiflsed the estimated SE Is wrong. Because of this,
cSence intervals and hypotheses tests cannot be
ftoH on In addition, the OLS estimator is no longer
S'uE Put more simply, a test of homoscedastici^ of

terns determines whether a regression model's
to oredict a dependent variable is consistent
ail Ses of that dependent variable. For

u^tefnskedasticity. the null hypothesis of constant errorheteroske^si^^ Hetgroskgdasticity has serious
vanance estimator. Although the OLS

<=°S"r remains unbiased, the estimated SE is wrong.
of this, confidence intervals and hypotheses

teS camot be relied on. in addition, the OLS estimator
'® U® '°I!««lbie way to address this problem is just to use

®iLoriasticity-robust standard errors. OLS assumeshet®roske^stic^ both independent and identicaliy
that error gtandard errors relax either or both of
distributed. ^^gp heteroskedasticlty Is

prSenf robust standard errors tend to be more
trustworthy. performed In order to measure the

Y which the repressers were related to otherextent to w relationship affected
repressers a ygriance of the regression estimates,
the inflation factor of 4.54 shows that model have
Variance 'ri ^^g multicolllnearity problem. Severe
relatively g^j,gp,atic because it can increase
multicollirieari y Q^gggjon coefficients, making them

the vanance of me rey
unstable. .jjny fpr the model provides statistical
The l^-Pr°j; -e macroeconomlc variables and their

evidence t"® gimultaneously and jointly affect SMC.
Interaction *0 .^gipp cannot be drawn based on these
But a firm con regression results displayed are
results because g^g^jppary data series and could
based on j®; ' jgpg problem. The presence of senal
represent ® P . gp-pr terms invalidate the use of
correlation jn jg^ R.gquared.
R.squared ario consideration are not

SiriC® the rjjfferences of the variables are usedstationary, tl^eii ^ and Newey-West
to confirm ^ g. it was also realized that thatestimation ^ec^^^j^grgnce of the data senes are not
correlation of fir in Table 8. This reduces the
significarit as
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o* 1, Morkfit Performance and Macroeconomic Variables.Table 9. Relationship between Stock Market Performanc
f95% Conf. Interval]

Std. Err.

0.125

EXCH

con Ai Time periods = 16. Waid chl^(5) = 865.88. Prob > chi^
Number of obs = 615. Nu^^sroups^^^
0.0000. FGLS corrected for hetero5^e

.  Performance and Money Supply.
Table 10. Relationship between Stoc |[95% Conf. Interval]

SMC

GDP

MS

MSxGDP

con—con

0.084

0.234

0.013

-3.701

0.000

0.001

0.000

0.000

-0.014

0.895

-0.012

-4.257

0.174

0.825

0.064

-2.250

T^iJ^Time periods
Number of obs = 615. Number (levels model 3).
for heteroskedasticity and senal

P^b > chi^ = 0.001. FGLS corrected

„re and Consumer Price Index.
. Market Performance ana

"•"able 11. Relationship between Stock -"7^ P>|zL

0.007
0.029

0.001

2.12̂ ̂  :rr_ 07415.

|[95% Conf. Interval]
-0.075

-0.527

-0.039

-16.264

.i2 =

0.123

0.025

0.044

-13.233

prob > Chf = 0.000. FGLS corrected for
"  _ a c yyald chi ( )

= 41. TWe
U'"niber of obs = 615. Number p' S?" (levels model 3).
®teroskedasticity and serial corre

Table 12. Relationship between

SMC Cp^

Stock

and Exchange Rate.Market performance;;^,,. ^ [95% Conf. Interval]

-0.080 0.109

0.005

0.002

0.000

.584

chi= = 0.000. FGLS ccrrected fcr
T^Tis vValdchi v*)

-541. I"'

[Jumberof obs = 615. Number ojgroup ^ic
beteroskedasticity and senal co

of multlcoilinearlty P''®^'®|atjon
Pothesis of no autocorrelatio j
t'on of homoscedastici^y ^ genef^ xjp^ation

is rejected. The uponf ̂'^calar

the

the

scalar;'s rejected. The rn® -^ve "JF -
(GL allows

within
S) is introduced to imP ®

^  when var(SMC) techmd^. p
rf̂ ovariance -"atrix. Thfa.t»'=°rinr and
'h in the presence of AP( cof®
and cross-sectional

.,..H«<!ticltv across panels. Although theseheteroskedasiic
condi«onshav OLS estimators and
do affectjn Hypothesis testing based on the
resulting OLS estimator of the variance covariance matnx
becomes invalid. the following results as shown In
Using All the explanatory variables were

Iffjt ln°exp!ainlng variations In SMC.
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Table 13. Relationship between stock ntarket perfonnance and macroeconomio vahables
r

SMC

AGDP

AMS

ACPI

AEXCH

Coef.

0.225

0.131

-0.385

-0.225

Std. Err.

0.084

0.038

0.137

0.084

t

2.68

3.42

-2.81

-2.68

P>|t|

0.000

0.001

0.000

0.000

95% Conf. Interval]

0.841 0.821

0.014 0.918

-0.754 0.014

-0.518 0.016

■  1 = 41 obs per group mm
Number of obs = 614. .ELpLnce model 3).
R-squared = 0.270. DOLS Results (Difference mo

Table 14. Relationship between

stock market perfctmance and money supply.
r95% Conf. Interval]

Std. Err 0.174
ASMC

AGDP

AM

AMSxaGDP

-0.064

-0.019

-  ̂

Number of groups = 1 • Obs P®.'' ffg ̂plfference).
Results on Macioeconomic vanables (Dm

R-squared = 0.384. Adj R.equared = 0.263DOLS

nti autocorrelation
todeling heteroskedastici V ® jp explaiR'"9
els, the variables were significan
nSMC. ,. ,he models were
alue of Wald test for . .gvels.
at all the traditional significan

of a co-integrated relation

,e variables are them
,  variables Is ^kw endogenmV
30unt for the P . ^ is used,
itlon, DOLS «®^.Tof the difference

3  relationship jpteractioi^ there is
^"iTromlne «ab;V«o„s^lp

ire zero (0)- « linear . ae) and
to conclude supp'V (dyirv The

Jifference of '^°jxg(jzation ̂ 4 pijes the
took market ce^^f^hlch '"'P fother
Is also sigmfinani^c when an
sen ASM end
0) is not approP significant® . grket
the statist-ca ®'°Xgra®®'°"
partial effect the g^ss
3 was need t gpjaced jgmestit
:tlon variable e 9''°®® coeffici®"'
less the averag ^gw ■= .mated3yAMS.TNa 0ves the ee

dent of partial en

»=rt at cross domestic product of 18.64, along with a
error Running this new regression gives the

saS emor of A + AdS-M) = 0.063 as 0.0235,® f = 2.66. Therefore at the average grosswhich ^ -foduct it is concluded that AMS has
•'fTSv significance positive effect on stock market
® .S ™ance An Increase In money supply will increase
P  r^iH tv in the economy resulting In an Increase In theth® "9^^ ̂ wer of the cLenry. This means that morepurchasmy k g^g.,g(j|g j^st for consumption but also
money 3^ increase in stock marketforinvestm people tend to demand more when
P®'^°?I^vrmore money in their hands and thereby thethey have m increase which leads to stock
P"^.f^4nLrformances rising. These results support the

theorists' argument that an increase in money
real activiiy wersa.
supply '"4^® , Q enough evidence to infer a linear

hin between AGDP and stock marketrelationsnip n^gjels. Most industries are
performance meaning that the firms in the
procyolioa i> economy does well and vice
industry oo nigh, the stock prices generally tend to
versa. If A^^ les gre doing better than otherwise,
b® iQ an important determinant of stock prices.
SO. ore in line with the findings of Levlne and
Tb® ''® Garcia and Liu (1999). Yartey (2008) and2ervos
Mlishal (2011^ petween consumer price index and

Tbo ^®'fi?Derformance is significant and expressed by
stock markei p explanatory variables in the model
-0.081 ^ben shown in Table 15, model 3, thear® held con^ • fgiationshlp Is as expected. That Is
sign of the m ^ggsumgr price Index decrease the
100% increase I market by 8.1%. There is alsoperformance
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u- h h»,oen stock market performance and consumer price index.Table 15. Relationship between stocK mam h
|[95% Conf.lnterval]

Std. Err.
ASMC -0.022

-0.235AGDP

ACPI

ACPI-AGDP Ohs per group min = 614. Avg = 614. Max = 614. R-squared
Number of obs = on macroeconomic variables (Difference).
= 0.336. Adj R-squared = 0.3^J. u

-0.741

-0.062

U M»H<el performance and Exchange Rate.
Table 16. Relationship between Stoc _ "

ASMC

AGDP

AEXCH

AEXCHxAGDP

Std.^

-0.234
9=22—-^ ̂ ^ R^d^red = 0.294. Adj R^quared = 0.227.

= 614. Avg =

95% Conf.lnterval]

0.277 1.014

-0.865 0.032

-0.119 0.048

Number ^ -
OOLS Results

of groups = 1. Obs P^.^aSesWo'®"®®'esults on Macroeconomic vana

A  Ahpre is linear
lence to conclude tha aGDP
letween the being significant
/Vith the interaction jg -0.027 vwtji
al effect of ACPI at mean GD ,2.64.
irror 0.0104 which yields ^CPl
he average AGDP. it i effect on sto
lily significance "^pnce Index is
•mance. The consum .^^g^jon, P"5^.Aed
3r inflation, in times therefore dev
ble and rising, 'nconi investment ^
ion purposes. ̂ ^^[T^hence affecting
negatively affef ̂ .^mles.
mance of emerging serves as a
ant that the stock rria ^ jjament^ jd
ion is based on th® psher the
and Is known f inflate" ®" vvith

states that In lo"9 "^T'one-to-o"® till
rest rate should ni L real
atlon. This return, ..grsare
nominal stock -".^^^yifore,
smains unchanged. ^i,gt
ated. xgst the ®^®Hifference
XCH of Table 16 t first diff
exchange rate C^'^^^ginS A error
perfomiance vvltb ^f^QOP

i described by '°',gractlon ^gxpected-
AGDP and the int ggg '» ®®,he H"®®''
- The inverse t®® ifigant. ^® gther

3n effect is e|\^C wrien p^jate^^^^!?risztfoisn®%PV
;  in model isj^^^fgrexcbanspp ,s

domestic product, It Is concluded that AEXCH has
sSlstlrally significance positive effect on stock market
''®ThiIII^"'?re different theoretical approaches to

^»%tandlng the relationship between the exchange
" . stock prices. Among these approaches, the two
. imminent are the goods market approaches

!". rliS by Dombusch and Fischer (1980) and the
no balance approaches discussed by Frankel
The portfolio balance approach stresses the role

.tnifal account transactions on determining the
°  between the exchange rate and stock prices.
'® ?Tlnmach postulates a positive relationship between

and exchange rates, with stock prices being
nause of the relationship.

results of the study support the hypothesis of a
^«ve relationship between exchange rate and stock

"®9® , ranltallzation of emerging economies and ismarket cap findings of Soenen and Hennlgar

aLvI and Mougoue (1996) who have reported a(1988), «J"7 relationship between the exchange
signiflcanc ^ ^ However, it contradicts the findings
mteandsro (2000). They explained that a
of Maysami lowers the cost of Imported
stronger coi producers to be more competitive
Inputs and an explained that a strong
Internationally- ^.p imported inflation and hence is
exchange ra ^g^g^^gyg ngws for stock market
perceived ggg,g studies, such as
performan^^^^^^ ̂ ^994) found no relationship between
stock prices and exch 2^ and 0.94 shows that

Trch-Cn"
Jeterikedastlclty with chl-square of 36.06 means the
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Table 17. Relationship between stock market performance and mac.oeconon.lc variables

IM I

95% Conf. Interval

-1.041 0.921

0.91 1.318

0.10 0.034

-1.018 0.269

Std. Err.
ASMC

AEXCH -0.075 2:522 " min = 614. avg = 614. max = 614. R-squared = 0.351. Adj
Namber of Groups = 614.";:;:;;;^^^:?^^
R^squared = 0.342. Newey-West estimabon correcie

Table 18. Relationship between

stock market performance and mm^^

ASMC
Std. Err.

P>|t|

0.003

0.001

0.000

r95% Conf. Interval]

-1.074 1.124

-0.094 0.121

-0.081 0.084AGDP 0.644 3.18

n nni a003_ max = 614. R-squared = 0.366. Adj R-squared^AMSxAGDP 0;00 "-jp s 614. avg = 614. ig^jop (difference).

0.354.Newey-West estimation corre

i  .. ....nee and consumer price index
Table 19. Relationship between stock market pe I

Std
iASMC

Ugdp
jACPl

^.^CPlxAGDP

^Jtt
0.055

0.029

O.OW

0.002

0.000

r95% Conf. Interval]

0.087 0.646

-0. 05 0.038

-0.341 0.199

.arketper'or.aanceandm^^

jyjjH

,— ^ e-iA Max = 614. R-squared = 0.343. Adj R-squared = 0.337.
s 614. Ayg

Table 20. Relationship between sto
[95%

.ASMC

AGDP

AEXCH

^EXCHxAGDP

Coef: 0.283
2.63

0.000

0.000

0.000

0.977

-0.815

-0.119

1 414

0.382

0.018

,07^ -rrZ^ia. Max = 614. R-squared = 0.369. Adj
■  ZTd croups = 41- correlation (dilTerence).-^XCHxPGDP „in = 614^ neteroskedasUcrty

Number of Obs = 614. '"'^gst estimaOon co
R-squared = 0.358. Newey-

The
rejgc^®^* ' 'f,A

^^othesis of homoscedasbcrty
/hich
plain
;tock

—- , 7:^6 varia"""-
33.6 and 29.4% t"- ®

^at'the stanoa'" "othesisofin®' The na" "r relected.
for the models are , level « ^|ch

f 3 With 3 ALL. MS, CPi respec*i^®T stock
are shown In Tables 17 ' yarlatio® jj^iated
M 33.6 and 29.4% of^ The .f^ofth®
g  performance, ''®®P®,nbiased models

parameters remain i^nbia^^ estinja^'^nd the
Ponding true values, 1®®^"^^ estimat®
Pnate for establishing P g|yes.
^ oan be used for predicting

S.^®nce of this is
I  'OS for the models are

v/ic:tPstof2.15; 1.94 and 1.77 for models 1 to4ofThe VIP tes ^Qspectively implies that there is not
Tables 1 f ^ conclude that muiticollinearity is
enough models. Hence the model does not affect
present m m Qf the regression estimates. In
stability relationship between macroeconomic
Table 17 ^ne aEXCH) and ASMO are
variables (am ' ting for both heteroskedasticity and
established by Newey-West technique. The
serial ^odel are significant and the signs are asvariables in the confirms that there is enough
expected. delude that there is a linear relationship
evidence to
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21. Unit root test of residuals DOLS.

Jesi^ls LLC TeLLC Te

Wodel 1
Model 2
Model 3
Mo^I44

st
NT

0.0000(4.014) f
0.0000(-3.705) 0
0.0000(4.315) C
n nnnn/-:^.9Q3) j

0

 O.a000(-3.9Q3)

.0103(3.224)
0.0000(-4.106)
0.0005(2.971)
n nnQQ(-4.044i

IPS Test

NT

0.0000(4.654) 0,
0.0000(-4.322) 0.
0.0000(3.722) 0,
f) pnnn/-4 i53) 0-

0.0000(3.472)
0.0000(-4.428)
0.0001(4.907)
n.QOOOf-3.472)

Hadrl Test
NT

0.3371(0.609) 0.2

0.2441(0.354) 0.2

0.2417(0.315) 0.2

0.1092(1.421) 0.1

0.2551(0.714)

0.2374(0.735)

0.2064(0.452)

0.1333(0.941)

t- statistic in parenthesis.

®®'tluals are tested at 5% level of significance and the p va u

the selected macroeconomic (O.r^
'Ns relationships are expressed by ^
(0.081), ACPI (0.058) and 'O-O^^ ̂

^fciated Newey-West standard errors •
f.^9 and 0.028, respectively of each,
jaables In the model are constant m th
''I is also enough evidence to g at 5%
ables are significant with the 9 .jgg (hat we fail

Sbificant level. The DW test of s are serially
3act the null hypothesis that ® ^.pagan test
Elated at 5% significance levef Breu^^^^ nypothes^.
.^bi-square of 0.438 fall to reject th padn

fasults from the unit root tests of LL^. ggslon are&^e that residuals from Newey-W|S^^ 9g3 tpe
*"4ty as shown In the table. This '^ggion.
l^^^est regression Is not a interaction on

T^ble 18, the AGDP, aMS examined. The
Effect asmc In emerging oiarkets jvis

HUr- ''®lationshlp between the j standardJf^ed by 0.042 with Newey-Wes gf aMS
assuming that AGDP Jalue does not fa

are constant. Since the ^'^lgo the fact th^e range of values for AGDP ̂  g,akes the
ite. '^®raction effect is ^'9"' this
stef^ion of AMS tricky, ̂ o te® average A

the partial effect of aMS 9^® wd^

:•£" .cs I' as
explains 36.6% at

lat hJj 9^" ® not a functiofi
'9si t. ®'^eskedasticity 's ^ ̂ultipi'^® ̂ ^-lation of
' the 't i® a problem it i® " serial p°t serial
'"ig Ptedicted values. DW nvpothesl® o ^ (pe
Srri .1®° failed to reject the nuH PVP ggnfirms th
ioflsif?"- Wald chl-square ot 081
.the 'g the data set. I expt®®®® js enough
ith ®ffect of ACPI on ASMC there nggar

® t-statlstic of 2.91. This rega^ .^g tha
■latif,.® to conclude that aSMC .ff . is as aCP

between ACPI ®"^gg%nt. Th®' "
es In the model are cons

inrrpaqes by 1% ASMC reduces by 0.081. It is alsoLSished that interaction effect has negative effect on
TZaC The partial effect of ACPI given average AGDP is
?r.r^cced by -0.249 with Newey-West standard error of

foSO which yields a t-statistio of 3.11. Breusch-Pagan
♦ ct the null hypothesis that the error variances are all

« versus the alternative that the error variances are a
m^rninlicative function of one or more variables. A small
T en nre 0 297 implies that heteroskedasticity is
^rnhablv not a problem or at least that if it is a problem it
P  ot a multiplicative function of the predicted values.
l^.A? of 1 92 also implies the errors are not serially

e^i^tPd" Wald chi-square of 77.9 supports that the
^  the data and that the model is able to explaino the variations In ASMC.

rthiP 20 examines AGDP, AEXCH and their interaction
fuiVffPct of ASMC. The linear relationship between

friable of interest AEXCH is expressed by -0.117Tufffwev-West standard error of 0.042 assuming that
o  the interaction of AEXCH and AGDP areGDP 3"° ince the value does not fall within the range of

constant s interaction

values fO gnt interpretation of AEXCHeffect IS sig ^ problem, the partial effect of
-e Hptermined given average GDP and thisAEXCH IS ^jgscribed by -0.51 with Newey-West

coefficient y-^l^g t-statistic of 2.99.
standard ^ In ^EXCH given average GDP yields
That IS 1 ' I ^sMC. The negative coefficient of the
0 5l% decre b[einteraction ^EXCH of the effect on ASMC. The
complem®"^ 269 implies that the model explains
R.squared o ^sMC. Wald chi-square of 69.5
36.9% of . f^odel fit the data set. Breusch-Pagan
confirms ,I phj.gquare of 0.138 implies that

T^Hflsticity is probably not a problem. DW test ofheteroskedast c y
serial oorreia^ correlation, making the regression

Conc'tis'ori
of 41 emerging stock economies over aUsing 3 s®mp ^gg discovered that gross

period rnoney supply, exchange rate in dollars
domestic pro
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^consumer price index are the important
pock market development. Several policy ""P' .
i be drawn from this study. The g°ve^ent^
ifolating monetary policy, must be . gn
^the stock market responds more fav ^ j^g
ftase in the money ®"PP'.y-^^®?t®e fact that stock
ipomies must also be conscious of the . ig^ents

Pnsionary policy to increase GDP ana aia

teelSly, It can be observed
|iricant relationship between glationship can||the stock market performance. Th which
ip'' be positive or negative ^®P® .. fhe study
ifble is being put under consider ' gconomic
Ipore recommends that the . closely
Sonment is very important and s ^^jes with
Jitored to ensure stability. pniov increased
Pp macroeconomic an increased
S"ty at the stock market and h indicator to
Fpnnance. stock market stock market. It
J^reign investors on the P^pasures should be
flsrefore recommended that good activities which

place to promote the stock ^ance.
increases the stock market pe . ̂ gdiary (poi'^V
3s established that financia dollars and
|tock market liquidity, change) are the
bilization variable (con®"'^®''^prket development,
3nt determinants of stock signifip^nt-
noney supply does not p^ov intermediaries a
n. it was found that
f^arkets are complements ra ^fg stock ma
Pment process. In order t® P H is imP®*^®"
Pment in emerging e®®?° efficiently ®°.nen
®  stock market f^^prmediaries and
'?e rate, develop financial inter
"^flstion. , m this study sugg®®
salient conclusions Sgs are nuntiVs
■"^ng macroeconomic van gnierging aif<et

market development stockTo reverse the P®''®'®*^nn economies. ^
jance trend in may b®^®p^g voice
i'c and extemal policy . tgnance of t ^gpt
®nt emphases on th® m j^jnty, 9® fhe
accountability, P®''*'^?' ontrol oi c®""^L well a®®ness, rule of law, and indicators ^^y is^stabilize the macroeconom ^tiz ^
'p9 upon the knowledge gtock ^^|ts are

'mportant for performa empi"®® .I,,ch work^9 economies. Although b® ^|s. market^9. they warrant f^rthe stock m
® to be done to better un .^olicati®®®

,4^,nt poWcV '"^fconomic® findings also have '"^P^xjgn to conomi®f9ing economies in relation ^^sroe®s- Prudent management^ ^^^glopmeo •
Can facilitate stock ma

Rational management of macroeconomic variables
ensures greater confidence in the stability of the
economy as macroeconomic volatility magnifies the
asymmetric information problem. First, macroeconomic
variables such as consumer price index, exchange rate in
dollars money supply and GDP all play important role in
determining the market performance. Therefore, policy
makers have to maintain reasonable fiscal and monetary
discioline in order to increase the demand for credit to the
private sector, and subsequently influence the stock
market development.
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^pfindlx 1. Indicators of stock market performance 1996 to 201
Market Capitalization
f% of AGDP) —

Total Value Stock^^ountry
lentina

'^"Sladesh
'Olivia

i'^'swana
I'N
l^'garia
pe

^loinbia

Traded of AGDP),

Republic
|ouador
ppt

'''aria
[^"gary
'dia

J'lesia
Sica
iHn

>ysia

f'-'CCo

ifPn

ii^>y
..°fu

|j>in6s
fAnd
Iwnia^.

Africa

3.75

3.77

0.11

0.88

19.67

2.08

12.06

2.65

0.67

12.64

0.38

12.29

0.45

15.57

44.04

11.72

3.88

39.69

1.58

68.64

8.52

7.98

1.73

31.50

0.55

0.12

3.58

12.26

8.11

1.45

73.95

2.18

2.65

60.32

2.81
44.10

1.68

32.11
0.02

1.69

30.10

5.47

14.26

23.03

38.61

13.03

95.18

25.02

9.72

23.77

7.16

34.88

15.37

20.22

47.66

26.66
117.63

109.20
23.49
162.95

27.38
38.12
14.40

19.38
24.84
3.37

31.72

61.61
19.12
10.79

61.17
5.83

19.63
173.05
17.92
57.64

13.11
23.96
0.74
8.67
84.0^

Turnover

ratio (%)

23.36

54.44

0.97

5.38

53.21

13.13

12.66

9.93

5.29

53.42

5.20

27.11

3.29

66.30

103.11

47.89

3.14

29.04

5.68

39.58

32.97

17.58

8.53

167.50

2.75

5.17

16.37

23.53

61.71

21.14
84.02

40.82

24.27

32.81

16.10
84.48

12.61

135.91
2.77

14.66

11^

Number of listed AGDP

companies per capita $

135 4285.75

216 377.21

27 1020.64

16 4981.22

464 4582.71

402 3437.66

252 6669.80

117 3295.39

17 4683.95

265 11852.47

47 2903.80

690 1158.47

26 486.02

46 9372.58

4845 641.97

294 1195.98

39 4178.91

169 2135.87

55 528.17

748 4919.38

168 7468.29

60 1796.14

189 684.49

683 631.11

22 4573.13

54 1558.13

225 2706.04

219 1123.98

238 7199.95

2963 4280.12

87 13402.12

346 10871.28

65 16522.56

534 4990.85

227 1103.19

424 2401.98

39 2859.05

260 6320.72

13 5460.68

74 5462.98

70 592.08
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Figure 1. Trend of turnover by
countries (1996-2011).

* A hu tradina in few stocks. Most stocks on these
rmance of o4n have informational and disclosure

tiitin I ... Ptnrk market performan markets o"®" weakness in the transparency ofmarkets. ForJtis reason Tirote
El-Erian and Kumar (1995) established that(1991) 3^° ̂ . emerging economies are considerably

share pnces ^i^ance markets. In spite of this high
mes^Mmoraflons have benefited from stock

volatility, mos ^ economies for instance Indian
market m less oeveiup
stock market^ measures of stock market
Market liquioiiy Liquidity is ability for investors toperformance. M measure the activity of the stock
and f" ®^a|ue traded as a share of GDP. which

niarket "Sing transactions relaUve to the size of
gives the value m ^ Levlne and Zervosthe economy. 8 to gauge market liquidity.
(1998). ttiis meas economic
This is bew"se H Pakistan. Saudi Arat)la.
activity- Of the ,0 be countnes
Bangiad?®^' T"« ̂  ̂ t. The liquidity in these
vvith liq"i''"y f® recorded around the iate 90's and thecountries very of these countries have
early pet* "Jy^ssful financial liberalization (Figure 1).

-Jonal quality on siocn -
'9 economies, using a P®"®'x^-minants of c®Pllf_
study outlines the main . economy-
performance for an ®'^®''^fi"£|ng the evidence
Jntributes to literature by g of institution^
relationship between dime aovernment,
such as the efficiency -pj the regula ry
climate, the level of corrupt^
^ and performance of stock

otnck market
frnm Appeiri'^ u|e variaPf'^

a considerabletors exhibit a stock
according ^Qjptries m * ynder
Th® ^®P fTthe P®"®^jor3an.

t capitalization jama'C®'
Africa. market
audi Arabia. j^^est ® giadesh.
■he countnes "' public. B®"" stock:uador. Slovak can ®e^e as
St Uruguay. value J
e in terms from th ^^t

South Africa Qccupy'P^ not
Saudi Arab'^ ngij^ation

ample. 1^^^® P®'''®^iipr averaQ®country. Ove smaljf ^Africa
g«®t «rrKong "-tile® ®SesPf^1 than Hong K g as CJi ,hougb

iconomy Sc"tb
Hong as thouS^^bostthesam^g-p even is
,opulatiom Ghana, tipnasa
■nomy '^igtcaPite'®
look mar grket- pomn'ft market- pomies

,tal market

,  nualltv can broadly be explained asinstitutional que"'^ direct the formation of
guidelines to 9 human beings by one another.Expectations ^ " ^^,3 ,end to focus largely on he
Sonventional.g™''^"d capital In explaining the

I« of physical an gnd
""^nwth P®'^®'"'^®hflve a lot to do with the cost and theSeries These have ^ .gg been found
fase of Pe'bS S role that is played by institutions in
mat there Is a map human or physical capital
or both lo
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3 common knowledge that disparity in financial ma^et
performance and economic performance across
eeuritries is due to institutional factors .
^rrntries. This view is also captured in Adam Sm

Wealth of Nations. Acemoglu et
Wany researchers like Williamson 0^9 )• . nggO)^(2001), Aron (2000). Collier (2006) and North ̂ 9

^fablished that institutional factors P .^^ers like
eonomic performance of countries. . Ndulu
Ser(2006). World Bank (2007), IMF me
N have confirmed the assertion "7 ̂ "^^poor
iden P®rfennance of countries m (2001) and^Nonal factors. Subramanlan and R V U by
ohhee (2009) on the other hand also ,be
>9 that good institutional '®°'°^erationallze the

track record Mauritius. To P pgftains to
w "''ion of Institutional factors we encourage an
Slants that have to be in an"
(iqi'l'OQ business environment. gt al. (2002)

Hall and Jones (1999). AoeS ej that key
Porta. et al. (1998) f'' °f.7a?e institutional

yOhinants of economic developm
'Ctofs mics and

levof ®noounter between nooclass^i institution^Roping societies served to reveal ^gflned
J>nnings of market econornres. frauck Irj

Of reaulatorv aooaratus . ^UQ absence

I  societies servcu cieany

ngs of market econornies^^^ ^raud in
regulatory apparatus jp the

^rds incentives would not supp ^
^institutions, hence market^f p^^onn
narket institutions m expc'®'^^® nnrtive
Of this point Is the of a a"PP°Sgf
and privatization in the absenc other examP)®g
Julatory and political app ?TreflUia'io"
n financial crisis which gf financial r Ogrica.
i'beralization to run ̂ he ^ (Latin
tatlon to disaster, and also «ha ns matter
stion therefore Is that do msr
® one acquire them?

^  ■ I control nn,®® porta^^^^
ak ins^'^t^hanna. 20°®' 'ueam and
s wealth (Kh^Veason Hea g
k. 2005)/,'",|!,r eiW^^H^re weak
'I""®" ''at^oh'i®® ,tf ̂ rporataloping ®®° svstems or
s and poo" becoi"®
non feature. ^ have .gr the

'®9''°"'J™orate 9®^."T
ifeaturf y have .gr the
lout the governa t few, of corPf ket- "" 'rtmP®"®".
the stock gnie an ggynd

attracts "^igcreasih^
thus

Although economies are becoming increasingly global.
films i^th Intematlonal operations are still subject to the
o^clDles and practice of national corporate govemance
tt has been rightfully seen that a firm's valuation does not
nniu deoend on the profitability or the growth prospects
etted in its bSslness model, but also on the
Sveness of control mechanisms, which ensure that
^Sore" funds are not wasted In value decreasing
ni^lcte investors' however are encouraged to invest in
'^ nH orderly and transparent markets. Numerous

Studies on transition economies have emphasizedrecent stud efficiency and the regulatory
oS^orlb^di and Pagano. 1999; PIstor. 1999.

2w! coti 1999: Hooper. 2009; La. Porta et al.. 1997.
^®cmnirical evidence suggests that better legal protection^  Shareholders Is associated with easier access
° °li!mal funds In the form of either equity or debt (La.to s'dernal fu valuation of listed firms (La.
porta et a., ' iQ^^er private benefits of control
Porta Nenova. 1999). Moreover, it has been
(Zingales, enforcement of law and regulations has
shown thai in ^ gpd

Set development than the quality of the law oncredit s et al., 2000; Coffee, 1999).
the books 0" institutions have a statisticallyEdison (200J; economic performance,
signlfioant infl^n^^g g, pg, ggpi,g Qop,
substantially whether institutional quality is
These fino'OS uroad-based indicators (such as an
measured oy perceptions of public sector
aggregate o specific measures (for example,
govemance; o> y protection or application of
The ilv?) Kdings are also consistent for all
measures J'l" g°gg®st that economic outcomes could
These results 5 «« g^ bonce stock market

be substantial y countries strengthened theperformance s umlgng, m other words, the results
quality of meiMn ^ significant

methodology
.u ornnomic importance of the stock market in our

Tn understand the econorn capitalization
mnle of 41 co'jntj'ej ̂ ® ^ata for this artcle

The choice of . jg. Data for this article are from World
^Its on the lI.7fWDI) and Global Finance and Development^  ,«loDment In^^'^^^^iSf^nltallzation ratio Is defined as the value

The stock mai^etwprtaliz^
^?Homestlc equities trade assuming that country believes
? cmutlonal qoa''ty 'f institutional quality not leading to stock market1 is probability of Insti u«on ̂  the likelihood that
^^®I^^ance. The Prahabf'J'® pot jg g function
tfn*tionalqb«°^®he country. Using multiple indicators to
th® fHiitlonal qoai'ty m tn problem multlcoiineanty. To

Tsure institutional existence causal factors and thento ot 's^and optimally combine tiie factors to
concentrate <">"
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Terence on the unobserved underiying proc • factors.
Jtlicatcrs that we believe is closest -Qgch to combine
Kaufmann et al. (1990) used a variant of this ^ particular
3ctors. We assume that each observed ®? .j gi quality and a
^/'icatoris a linear function of unobserved ins _g|ated across
®|urbance term, which is assumed to be information that

^. dicators. The variance of each factor shows how i^orm
actor is with respect to unobserved institutions q

models

Cadeleron-Rossell (1990) ar®
J^del economic growth and stock stock mark®*
[jsidered the main determinarits measure

Jf^ormance. We use market we modified
market performance. In *f"f . institutional

J, deleron-Rossell model bV '"o^^^^'rlvealed that
Cadeleron-Rossell C^^^l^^lnants of stock

,K^^^°®conomic are important de Q^etric model
performance. The general econ

in the study is as follows:

'5t_i + PMit + <pPit + ^
ifltive to GDPI

took market oaptta\<zationre ^ is
Btved country specrfi macro®''®".
loise. M is a credit»
deupofGDP pe^^Pg^'d jts square.
percentage of ^ge private
restment as a P®' g of *^^1' direct
5 traded as a perc^^ fC^S
as a percentage p macro
as a percentage o .^flgtion ^"ladeleron-
lasured by _tic savings- ̂  ggndent
). and gross domestic ̂s the
1) also included on variab'®® dynamic
me of the right '^riable
1 that stock I quality
and E are '"^titutio g|y_ ^es (2):hool enrolment resp (i) be . fj^e
lulticoilinearity '"' estimated t® e,arket
al regressions .jfy on ®to
of i^tutionai quality

5Y,

(2)

untry
i, and

I  '"te standard error of institutia"

'/h
®"o/i technique

S:
and Bond (1991) used

dynami®
pel

data

estimator based on Generaiized Method of Moments
S) which is instrumentai vanabie eshmator that
oDtimaiiy expioits restrictions implied by the dynamo
S crowth model. GMM can be estimated using the
teve?s or the first differences of the variables, /^iiano

A D/^nH fl991) oroposed two Gstimators—one step andfteo estK-with the two step being the optimal
Wmltor The practice is to estimate using two step

SSmalor brU bS hypothesis tests on the one step

. .. dentifying assumption is necessary. Wefollowing I V gg^gi correlation in
Sran^s of the error term. The consistency of

esttmator requires that this condition bethe GMM e ponstmotion of the Instruments assatisfied Give q, second order senal

ti^^ll render such instruments invalid. Thecorrection estimator are the Sarganspecif^cahon leste end the test of lack of
'®®'H?L?Mrial correlation. The Sargan test is based onresidual s®" moment conditions used in the
the sa^P'® i and evaluates the validity of the set ofestimation pro determines the validity of the
instruments a , g^g^grmipacy, endogeneity, and
assumptions k residuals examined are

®'<°3®?.? me egrassions in differences, first order serial
those of the rey construction and thus onlycorrelation ̂1 q^der serial correlation is a sign of
hiisspecification. .i^ygriant country characteristics
,n the case o explanatory variables,

(fixed effw^s^^ ̂jfference GMM to transform (3) into

•  .hp specific variables in the matrix M and P,Bringing m ^ gg general empirical form as shownthe (3) now become
below;

Expected signs are:

>O:0.0.0.<O

p a vector institutional quality; CC, VA, RL, RQ.Where P|p7
pS and

riptive ansly^^^
.  fnr institutional quality for periods

befor® ̂
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Table 1. Descriptive statistic of explanatory variables.

Variable

Control of corruption

Voice and accountability
Role of law

Regulatory quality
Political stability
Government effectiveness
Institutiona' q'lality indexsource: Field survey 201 t.WGi and F

Obs

615

615

615

615

615

615

615

0.184

0.0186

-0.153

0.070

-0.357

0.007

-0.1

0.644

0.727

0.676

0.685

0.873

0.594

0.623

-1.857

-1.841

-2.210

-2.412

-1.516

-1.579

1.318

1.358

1.645

1.206

1.278

1.248

^ -o ̂  & 8 £" -S
D

Figure 2. Voice and accountability (Sour
,

1). The extremity
range is approximately jpstitutional ^
reprLntative of the to

• Differences across estimates p^gs in
Associated with goveman _t,er of s
"Country differences in th diff®''®'^ -oears.

country appears °Lch country ®PP nke

IKS ^
Si

Id Botswana on the av
With good institutional

nty five (25) of countries
'' institutional quality
3ative for these countr
in the margins of

^^ntability are due to
'"©noes in the precisio

SSi o.
ability, regulatory quality - ^
®"ess had positive f®®" ̂ds reia«°? S
Consideration, in ®*t!f^lonal
'or this article, °verage- TH®
©as Were strong on the

Rep, Poland, 7"!^ Rica, CM"®'^
-■ Czech Republic, ® gne s*"® the oi^^^

Botswana on the av ,jty. On ^jptries
With good institutional g jted as g^gge^^ntyfive (25) of countries ̂  Tees acr®®^
institutional quality piffer® ^

^Agative for these countr ' ggciatedin the margins of ®^''®;st-count^^^^^^
^^ountability are due to gour^Arences in the precision ^^.^g an"
,ii^htry appears. ttutlonal noverh^f-j
'  elements of institu then ^ ^g perio

'mta?. valu^^e

^®nty five (25) of countries ^ oP u.
institutional quality piffer® voi'

pAgative for these countr ' gpciated ..^grences^ in the margins of ®f?' g^ountry^^^^^ ^hich
, oountabilltv are due to . and

P,eldsurvsy.Oll,.WO.an—

involvement of

.  -1 nnalltv with the highest standard deviation isinstitutional qua y correlation for each of
political stabiMijri for the entire period as a
the g®"®"^ similarly for each individual period. The CCvuhole, and s'f""® >' rl Indicator have the highest
co^S"
Voice and accountability

j  intabllity covers degree of involvVoice and accoun g^gi^i^g process,citizens in g^emm gprnlnlstralive
There are '""f^^lal market, legal, constituency, and
poli"®®'- "^fSnlab^ity (Jabbra and Dwivedi 1989).orofess'®"® ®® ouality of this Indicator, civil liberties,?o enhance the q V ^ properly andnolitical ng^*® ®"red but also significantly improvedsystematically sec ■ g^ broadcast stones of
Sedla should be ao censorship. Countnes with
their choice ""''J WGI in voice and accountability havehinher scores of jhose In lower scores haveSres ®f P°®"'^os Flare 2 shows the mean value for
,nder negafive 2. __|ed for this article. From Figurethevari®"®f"rt 50% of emerging economies sampled

c siigh'ly ®''°1 and accountability. Slovenia rame out^ave g®®"" ,-°"=®trgo®d voice and accountability with
as the counuy



Afr. J. Bus. Manage.

+5" a e 5 5 E £ < g" o £ m ,a .°

s- & j j g -g
W g 3 R 5 >

- tt ̂  u ^ J
■— — —" > S~

T? a

Figure 3. Political
stability (Source: WDI and FDI, 2011).
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Figure 4. Government
effeotiveneas.( source :WDI&^^'

•th worse voice
recorded as the theFor Afri^h ^;',Trria out with 9°
Botswana and Gn
)untabllity index.

of violence (P^llty and absenc undermih®
addresses those fac^°^^lc, reiig^°h®j|t|cal:y such as conflicts °f ®„dergroyhd P t,lic
s. violent actions external P ,
violent social con assess^^ of
30 included jrurn and orn of the political sP jang^®^, ' tjons .
,  fractionalization f societajps and the po^ ^gtain streetasures required t gtrikes. g well
ing demonstra ions, indicator, ^ l^eilion.ISO considered ^encV urban
Dup risk,
ism, political as ,,tor.
onfiict, and ofthis"^^'^ jts int'^®" gilajor determinants gnd ^ts^ g^ernal
riict like political rneasar the3 is assessed m this ^ assess
re is also e"^P'°^g®nd to govern^®
ent government the 9 gbility
itability is mea grams.
out its declared prey

tppslons component measures thestay in °^enston"witNn"TcLn°ry attributable to racial,degree of .|ylglgns,national, or lens 9 34% of emerging econom^s
FI9"''! LI aood political stability index with 66»Asampled have 9,^ica| ^ggg^j. Slovenia and

having 9ad P emerging economies with theBotswana are m Paki^an
highest recorded 0 9 ^ggg^d for politmaiColombia and ^9 South Africa also had
S-'SS—eovernmont effectiveness (GE)

.  ffprtiveness measures the quality of publicGoverninenteffecn ,.gg implementation, andservices end policy ^^gjipnity of the governments
fhus indinf" 'h® ligies. This covers governmentcomihltment to Pg,the supply of public goods and

uizen relations, quai V |.(iga| authorities. Thise^s, and naPa^gtransLhere is low quality of
friable heing .n®9an ^ bureaucracy or red tape,b^eaucracy (iveness with low personnel quality

vernment ihofleclive (jgteriorates government?°muflonai failure «d,ch^^^ ^
"Inacity to coP® J'lat reduces the economic growth,rtiitionai rigidhy decisions are
T^he better the foreign investors can go aboutmade and the-^"jeeaLL show that 46% of emerging
jbeir buslneaa-
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Figure 5. Regulatory quality (Source
:WDI and FDI, 2011).

-2
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• WDI and FDI 2011)-
Figure 6. Role of law (Source

rtlcle have pos^^lsampled for th'S i^giaysia h^JJg^j^g
effectiveness. Chile ^ Nig©'"'®
live value with Zimbabwe ana
absolute negative value.

-.^fines the

nent to nermit
,guiations

Irms.andthe jjLisines

'®" iLlv ^husines®®^'3  particularly. bus
inancial
duce ma^et jgco^
or as ISO i"®' as oP®"ndicators ®'®?or contr®®'®, otnef
icy, P"""®,sm m®®®"'w sP®®"^o.protectionist s to ng

sr •
,d Botswana

„|th good regulatory quality respectively. Oncountnes ^2imbabwe, Venezuela. Bangladesh and
the othw nan regulatory quality,
fsligeria were laya

Rule of law (RL)

..ff-rent Interpretation given to rule of law due toThere different" k g^e using
the ethical naiui profession as Impartial
the meaning 9 p^yip trial without undue
judiciary, the "» , n i,efore the law. These are
d®lay, c'j^fofrule of law (IBA, 2009).tundamenta 01 ™ traditional and cultural contexts, they
However, in AS ^ lggjgi.s ^ho are

view good i,ri virtuous. Chu et al. (2008) Indicated thatbenevolent ana Korea, Japan, and
throughout Eas that are robustly committed to
Hong Kong '\®i'® ®°®'®on the other hand, ThI (2008)

law pound SI • Thailand, Cambodia, and
concluded .^a'^ ̂  nonexistent. The term 'rule of laW
reost of Asia is wea t, direct financial fraud,
!r the enforoeab'Hty ™ 9 and costs
iQpey laundering indeoendence of the

°udlcl^'' '"'^c''°w"t'he"total "sample 44% of theoovemnient, s'®. | g sampled were tagged with
Srging ^f^Harwhlles the rest had bad records inpSctlcinfl nils of If^,^ H»nioted in Figure 6. Once again
relation

Is the enforceaoi y gi^ed crime, losses and c
oney I®""''® i?v of police, the Independence of 1.10

of crime, 9"®"'>'oo°ltiral influences of mernbeis of
iudlclary of the total sample 44/o of the

Ptocticing rule o ,1®; pjoted in Figure 6. Once again
to rulo "
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a ̂

•  e:nurce:WDI and FDI2011
Figure 7. Control of Corruption

&■ g» if g a o

P,.e,.,ns«u«cna,.ua,

Jle of law.

corruption (CC) ^ays

can be '^the''ab°s®
icy International <2 ^ the
!007) explained governhi®" optionsr, office, or resouroes^^ of co^pPop,
es for personal ga'"- ..gquency corrup'io"'
I measured by tacKl® Pj as
and government e p|ed grazil
lerging economies corrupt'O'T'^Qd or bad-
id record on . wbetber 9 yanked
re neutral in relatio gotswana ^pyption,
Jruguay. Slovenia and b control poor
rms of good were rank
Paraguay and Nip cjgure 7.

orruption as shown

FDI 2011)-

In^titutlonal quality verago
by '

of
the

a composite index ^^'^fhe^cornP^^'J®uted "yj-

fDl)
liny

.„'^Wwiwai qwllty. ,ns,ituil«^''^^gatlve 2.5 means bad

r</-knnmies sampled for this article 39% of thememerging classified as having good Institutional
on the remaining 71% having bad Instltutlorialquality wrth'he r gauntries like Chile. Slovenia,
quality, w o Republic, Urguay and Botswana came
Hurgary. Czec g^^q mstituUonal
on "1® 'SPJhXe Nigeria, Venezuela, Pakistan andquality. also identified as emerging economies
wfth badlnstltutlonal quality as depicted in Figure 8.

Statistical an^'y^'^
,he impact of Institutional variables on stockWe examine th^mp ^^.^g qiffgrent estimation

market P®!! - 2 presents the results of pooled
techniques. (OLS) estimate. We inciude as
ordinary le®?' ®2iqqqal quality. The high Mrrelatlonregressors -^gpg© indicators motivates the use of
among "i®J,^-slons for each governance variable toseparate r?9'^?®®'°ritv problems. When the explanatory
avoid ,n^"l«/°'tigC~heiated, it becomes difficult tovariables are wg ^^g^ts of each of the
disentangle . . .gj ^ the dependent vanable and
expianato^ substantiai increases in the standard errors
would I®®'' ^ o' ^ governance indicators,ofthecoefnaent j^g^g standard errors
Statistical '"'®f,®"® Mc The use of each governance
would be P™^ ®^J for each regression overcomes these

^  ■5ri"2
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Table 2. Result from OLS estimation.

.Variable

Market liquidity
Credit to private sector
Credit to private sector
squared

Consumer price index
Secondary school enrolment
GDP

Investment
Institutional quality
Control of corruption
Voice and accountability
Rule of law

Regulatory quality
Political stability
^ovemment effectiveness
Sacondary school enrolment
end voice and accountability
N

^Igma^u
Slgma^e
.Rho

SMC

0.805***

0.496***

SMC

0.828***

0.568***

SMC

0.824***

0.591***

-0.001*
-0.005* -0.004*

-0.0904*

0.148**

4.181**

1.981

-0.098*

0.112*
3.062*

2.981

-0.089*

0.098*

2.081*

2.31

4.601*
25.15*** -

- 17.49*

0.109*

616

0.786

0.000

0.289*

615

0.801
0.000

1 all elements of
1/ market liquidity, or gr®
tor development), institutional 5 aflna a
chool enrolment an j(|ve, lej"® j,, bring
nt and the sjghs P variables wj^gnce.
point Increase market pe^ the
nprovement in s InslghKi^"/credit to
n this case tends square gn
onsumer price m significant m ^be
.r are negative and sign ̂ perfor":®?^ and
lonship with stock gbool eh[® .jjcant as
interest secorrdanf e®" ggd sign ̂  a
quality are e" P -ge level In"^' ggrolment
10 pefcent sign'fie^ary e<=^°ck market
)olnt Increase in sewn^ges stock
tlonal quality '"^goi respe®' g a good
by 0.148 and • pvironnnf" emerg'"9

Gates that institu ^Qprnance ' ̂̂cient o"markat P ^ c j^correctly
simply 'f we r/^ndary
nrolment ir

Tleaf to ' 'Ss .
srformance. instit"®° n,|nimu^
as the effect Tgcause the
ot Interast'Ofi |g jg po jj^jg join

tr mfP n?ct the null
^®'"s®o we certainly

--'C'po^i

0.189*

615

0.802

0.000

SMC

0.815***

0.496***

-0.007*

-0.091*

0.148**

3.381**

1.981

30.61'

0.112*

615

0.876

0.000

SMC

0.822***

0.591***

-0.003*

-0.086*

0.092*

2.814*

2.081

SMC SMC

0.805***

0.496***

-0.002*

-0.094*

0.171**

4.182**

1.981

0.827***

0.568***

-0.005*

-0.097*

0.112*

3.112*

2.001

2.667

0.188

615

0.831

0.000

5.882*

0.188*

615

0.772

0.000

12.37*

0.183*

615

0.786

0.000

.ho«ls Of <Pi = 0. f sing the mean value of
SXnal quality we compute Because secondary

.  «rniment is measured as percentage, it meansschool enroliT^ ggggggg^y gghool
that a 1/• Perc g g^gp^g, capitalization of
enrolment o.506 standard deviations from
emerging ® market capitalization. This finding is

-"f ̂wfrtheTesultsWInfuletal. (2013).consistent institutional quality is that it tells us

The P f fb""cut aspect of InsWutional qualityvery h °rid be directed towards. Also because of
attention snou u introduce the elements of
multicollineeh^ P determine Its effect on
institutional qua y ^^^^ To remedy this deficiency, the
stock hierk?* P.. j ,n components of the index
article efffgStfon stock market pedormanoe. The
of institution quaii'y ^ below from the second column

composite I""'®* g,|ne Its effect on stock market
corruption f ®® results shows that control of corruptionpgrformance^Tn performance. With
haveslgniflcaritene ggrdment on corruption we
effect of ®®^"^®^al effect of control of corruption ™
.  MviinA th® psr hprA Is thaiffmr^® ̂  -St

we

on

asanlfThe Sin hereTthat

expected, we tan I

as

is
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Table 3. Result from FE

SMC

0.801***

0.408***

-0.005*

-0.0193

0.547**

5.043**

1.981

0.801*

SMC

0.788***

0.533***

-0.001*

-0.0396

0.322*

1.062*

0.784

0.720**

SMC

0.808

0.408**

-0.004*

-0.0102

0.441**

5.043*

1.981**

0.767*

0.115*

615

36.13

17.75

0.805

0.229*

615

28.21
17.24

0.716

0.176*
615

34.01
14.75

0.8^

SMC

0.902***

0.413***

-0.041*

-0.031

0.422*

3.062*

0.784

0.278

0.443**
615

35.66

16.54

0.715

nments anu systems. •'
his is supported y grnance Vj^^ggt of
ountries with bett gpsidered gpsistent
.f legal to
if governance, tne -nQO) ,
rdo and /1998). frni for 9'°*?
untand Maksimovicj contw .gm ,he
the latter authors could ®fPfluences
In their analysis, ̂ g, quaW then d
the results. If 'f °P®'^Slty
costs associated return o mstltdti""

t increases return

SMC

0.881***

0.406**

-0.017*

-0.119

0.547*

5.043*

1.981

SMC

0.803*

0.408***

-0.003*

-0.0101

0.417*

5.043**

1.981

SMC

0.801***

0.348*

-0.004*

-0.0193

0.523*

5.043**

1.981

0.284

0.308**

615

28.95

13.75

0.616

0.298**

0.437*

615

36.13

17.65

0.805

1.138*

0.437*

615

36.63

17.65

0.634

.  • ♦r«Hiire an interactive term to allow as determine
'rfS effect of secondaty school enrolment withthe Padal ® dimensions of Instltuttonal quality. This Isrespect to m mstltuUonal quality on seconda^because of nri ,„g, „^grg ,g

school enrolmenn t |„ a,| interaction betweenstabstical^y Jig ^^^g,g,ggt v^th respect to vanous
secondaiy d,gtlonal quality shown In Table 2.
dimensions m „,at the interaction term should

IhTmodel. The adjusted-R2 for the OLShe included J column one to seven respectively

the vanables in significant at the less than 1
models estmaxe ^ significant linear relaUonship
percent leve. ggdgpt variable (SMC) and thebetween jn ^l^l^gg,ggg„,gr
independent V g,g jiffgrent assumpbons about the

Table 3 below p |g gggj tocorrelation s'™®'" the fixed effects and random effects.analysis panel date trie relationship between
Witri the Ft " variables with countnes Eachpredictor and cute has its own individual
emerging . econom influence thecharacteristics tha ^^g gsgume is that
predictor vanabi ■ |^^.^iduai emerging economies may
something wthi" ' outcome variables and we need tobias trie predictor assumption is that tirne-
rontrol for ft'®; TJJiL are unique to individual emerging^variantchararfensti^d Oot be ^^|g,gd „ith other
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features of fixed-effects tectinique Is of°'the
esed to Investigate time-lnvanant causes
lependent variables. j. g„or terms are
Using RE we assume that ttm ^(3 n,oclel Is

Mn-elated. The rationale behind rand emerging
mat, unlike the FE model, the ®ndTncorrelated
®Wnomies is assumed to be ^ jp model. A
^th the independent variables i efficient RE
comparison of the consistent - g^ion test, rejects
ostimates using the Hausrnan p fjxed-effects

RE estimates at p<0.05 in , pot reported in
'Oodel. The resuits from random en

article. -hown in Table 3. The
The results of the FE are af on economic

result confirms the pooled OL& p^-^gte sector
Srowth. market liquidity, and . performance and
consumer price index, fi"a"cia ^ The composite
Secondary school enrolmen significant. As
'"dex for institutional quality is 9 .pg^jtutional qua [ty
considered the various dime"® regulatory qu^i^
csing FE technique, rule of ,aining stock market
^end out to be insignificant m P
Performance. . gpd accountabinty
. Surprisingly, when ^o'^® to significant
'Ptroduced investment *®" gp^e as shown in c
explaining stock market performance a ^ p e 3
three. F test of iess than 1% or the explanati^^
i-nplies that models are okay aridj^ ^ test^^ for
J'ariables are different 0.000 for ^t^® thesis
heteroskedasticity of a P'^® j-^ted the null of
estimates using fixed effect J ^ the Pf?''. The
cf homoskedasticity. To . fixed effe<^ • 3
heteroskedasticity we used ^jjfferent from T
robust fixed effect results are ^ shown
The robust fixed effect results are
article. Lagram-Multiplier test ^hat the da
reject null hypothesis and we co Mustering fjf _ ^
not have first-order eutocorre^t^o ̂  from
by countries did not give differen

^^Ramsey RESET test using P®^®!^a°kerCapitelize|'®2
of the dependent variable Stock M pp omitt
reject the null hypothesis that the nnoo Th
variables at all the traditional sign'^ the simple
article failed to rejects the nufi hypothesis s
reason that the lag of ̂ he dependent^ varia^e ®
exoected to explain variation m ciepena (.^981expecieo lu K According to the model
missing m the m^ p^ent variable '"f°jp applying
introducing ̂  f ■ panel bias. The dlffioJiV^'^ g|^c Is^verlseto dynam P ® Irror
OLS to this fixed effects in violates
Correlated with regressors and the
Correlation het^vee ^ ̂he consistency previous
^n assumption . ppy of our results fr®rn qmM
To improve effi ^^ove we "n^rcd ^^^1^ 4, Using

l^ohniques discu are as shown
®ohnique and the

ctr" t.'ss

wrth vanawes I a baseline regression
"^^mrd for^SlesIuch as; mariret liquidity, cmdit tocontrol fo financial sector performance, consumer

r rc'S.rjrs.." sr-ssignificant ̂ itU fo P jg pg
TaSfvt and s^nTSce and signs as expected.

is insignificant but with the expected sign.Investment IS ns g percentage point
The irapli'ralon ° increases stock marketIncreases in ra®* g The sign is as expected because

capiteiif ion ^gq^irg mng run
although Prafifo® gg^g^g p^fer not to relinquish
commitment ^ ' fg, long periods. Liquid equity
control of f®. °|gn by providing assets to savers
■"f eaSly ®' "''lothat are annu/lna firms permanent access tosimultaneously . through equity issues there bycapital that ore raised fomugh^ ^gp^g, „pgidity
increasing the -fiJeppe A negative coefficient of -boosts investors oonM^A g
0.008 tor oraditto P „g,g,aritettendtosul)stitutesince money mai^et a P investors. That is veryeach other P®^"S^sector development have negative
high levels o rnarket because stock markets
ifoPPP' ®.S,^to subsfltute as financing vehicles, it wasand banks tend to s p^gg igogx influencealso estabhshed tto emerging econornies
stock fo®''*®-xSected at significance level of 1 %. This isnegatively as expe encourage long term
because bjg'^ jhe capital market seeks to address,
financing fo' ggt contradiction the findings of All
These rasulte do n/20l1)and Yartey lj ; and economic growth hasLeconda^ schod anrolm^^^^^^^^^
significant P"^^ ,gg,ease In foe secondary schoolperformance. An „ 383 and 3.271 changes in stockenrolment bnngs about O.JH0 an ; jflgant levels
ma^et caPltal^tion ^ ^^and^ b'ypothesis thatrespectively. We fail » J gg^gg, enrolment have
economic growth and performance, it is
no signifi^P* ®5®nat posite institutional quality has
also established that romp grfggnance also at 1%2 91 influences o" sfo®'* gyn suggests that policies thatsignificance level, ^b® . |onai quality are important tor
seek to improve msWutron q economies,
.stock market perf°"J^®^i.h is not significant using theinterestingly. Tfends significant from column one toOLS and fixed effed ten hypothesis .that the
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able 4. Results from GMM estimation dependent vanabie (SMC)
GMM2

ag stock market capitalization
Market liquidity
'fsdit to private sector
'ffidit to private sector squared
'Onsumer price index
^condary school enrolment
3DP

''Vestment
aatitutional quality
'Ontrol of corruption
'o'ce and accountability
^ble of law
^ulatory quality
Jofitical stability
^^vemment effectiveness
"fraction effect SE/IQ

order autocorrelation
|nd Order autocorrelation
^argan test of overidentifyinfl
SStrictions
'aiatistics in parentheses * p < 0.1.

^gmmi
0.164***
0.792***
0.407***
-0.008***
-0.343***
0.383***
3.271**
1.973*

2.91***

0.189***
0.764***
0.415***
-0.005***
-0.272***

0.352***
4.112*

1.74**

2.937**

3.291**
574

0.034

0.864

0.382

2.263**
574

0.035
0.773

0.551

,<0.01.

e Sargan p=0.382
nn one of Table 4. . - . ■ — gre
srrors, we except that the e
order for us ̂  , /« o34) which is
uncorrelated. AR^K^at the e^ror are

leve. ^ptdent and

problem with the ' ipfluence of spea^
tells US very little about the miiu rnarKei
ments of institutional quality o institutional
„ance and hence which asped °f ^ stock
ohm lid Dolicy maker pay instance,

,  to perform well. Yartey or stocK.  <^ese components are impr"?"* olve this
I t!,ance in African countries. To r ^Y^Qt perform . investigates the effe

ncy the art institutional 2to
)nents of th exercise is done in
t performance;^n. We examine the effec^^
able 4

GMM3)

0.179***
0.747***
0.349***

-0.006***
-0.238***

0.463***

2.761*

2.03**

1.620*

2.327**
574

0.045

0.653

0.754

(GMM3)
0.179***

0.732***

0.149***

-0.008***
-0.338***

0.471***

2.761*

1.973*

2.67*

4.255**

574

0.058

0.753

0.771

(GMM3)
0.179***

0.747***

0.366***

-0.013***

-0.274***

0.375***

2.761*

1.911*

(GMM3)

0.179*

0.801***

0.283***

-0.011***

-0.381***

0.581***

2.761*

1.973*

0.179***

0.722***

0.349***

-0.009***

-0.238***

0.477***

2.761*

1.74**

5.20*

3.290**

574

0.048

0.588

0.731

4.527*

4.301**

574

0.049

0.583

0.728

9.022*

4.291**

574

0.047

0.657

0.731

imnortant determinants of stock market
quality is economies. The finding alsoperformance in eme W „|n,ent has positive
Xrms that secondary schooi^^^g^ jj^^^ g 3^5
sianlficant influence of MS ,
'oTst and 0-477 respsi^vejyfrom^^^^respectively on stoc ^ investment in human capital issignificant level. IncTM^ positively. That is
expected to affe better educated work force or
emerging adopt new technologies and
populace .-gupoiogy domestically whichS'no;(^'«„S°^;,i2Son of'finns thereby increasing their
IJit^et value. ^ „ piqity, credit to private
we also find tpat ^ ^ gcpnomicgrovrth,sector, credit to pnvate sector gg^g„,

^nsumer price and alsfwith the expected signsSaSabletobesign^iwrtanda note that by
for all the seven coli^mns. « ggj^mg theaccounting for dynarn^cn^ ^ institutiona
%"&Crinignir-n? in Table 3 tend out
Sfficant with the rigM^^ institutional quality to
The implication is shareholders impinges on

enforce contractual "9 .gj expropriation and
the likelihood of , gqal systems supportive of
the orofitabiiity inrrease the amount of funds

Managers invest iess
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jvironments and low corporate 9°^®"i^provem^^
•le payoffs from institutional qu Y greater
icliide not only larger stock ,fie influx of
'tegration with world capital . -ntg Increases
apital. Better governance trsnsacWon
^turns to shareholders by reduci g
°sts and agency costs. . , of investor
limmelberg et al. (2004) stated that teck^^^
tection forces company ms rnanage. These
tions of the equity x nreater levels of

I  holdings subject increases the risk
Jyncratic risk, which m . of capital. The

s subject insiders to 9^ ̂̂e risk
yncratic risk, which In . ̂jost of capital. The
ilum and, therefore, the ma 9 . confirm the view
ts of Lombardo and that In order to reap
lielfer (1999), who reforms, policy rnaj^^rs
benefits from 'Ti3'^'^®t-onen 3 fair level
merging economies must investors can focus
ig fleld Is established. ®® ̂^'opportunities without
»«=.,« ovnioitinfl growh orp"
lor ineir pruperty rights- which is less th^
correiation 1 (AR |„'rt,at the errors
nd AR (2) of 0.773 rni^V p.vaiue (whjc'j'
' correlated for column ' ̂pggs of fl* °| .
asure of the overall ?°^fi-ant at 1% 1®^®'
sion) of 0.000 is ^n-gr relationship be^®®
Jothesis of a significan |j|gg is validated
dent and independent _ restrictions of •Sargan test of over .dentif^ngr ^pg other
ts tL results. The same app
IS of Table 4. . _„rtion between seMoo^
inclusion of an mte institutional 9
enrolment and compo . .., jjgnai quality ®
to the fact that 009®'®"=® '°nndOT
nvlronment for more o gffgpts of ®®®° jp
Hon. We are Interested , perfonnan®® .I  enrolment on ®«°®k mfp'^dete^in® tb® P®^^J
ling economies so we ne stock
of secondary ®nro m®"' coeffici®®' ®"mance. If we simply ®f ®«J^®wlll

dary school enrolment (t), « |p geconda^
,de that a percentege point mcr |g,provements 'n
I enrolment will lead to 0.471 . four. B"'
market performance for instance c when
;oefflclent supposedly measures tn .p,gresting

'®®„." is not even zero. Also since the P ̂ gpginly
test of this joint hypothesis Is 0 003. so w

;ed the mean ^j-Ppp, gprolment on
I effect of seco
5t performance-

eornndarv school enrolment Is measured as

Ksfin seconla^f school enroLnfSe sto^
sErcs: -(rr
capitalization. ^ secondary school
To d®»e""'"® '^®cPto coSmn two for Instance we
®"7'Tt intemctton v;ri^rwith (CC - 0.186) . E. Wereplace th „_resslon which gives as the new
then run the 9 gppgoi enrolment (E), the
coefficient o" ®®^cc:^t86 along with Its standard
esflmated effect at CC-O^a^

^""oTe'a ti7.M Therefore at
error of 2.66 as . that secondary school
the average ca significant positive effectenrolment (E) ha .j^ji^atjon of emerging economies,
on Stock Mark P . Yhe sign for educaflon Is
^l^® •®'^"JLuse school anrolmen? has been on the
positive because ^lost emerging
increase since eany ^^gggggeconomies under study education for emerging
govemrnent conlr^^ ̂  ascendency over the last 10
economies has t,ave introduced free and

''®^'!,®so"tas~^^ an" 'bis have increased
enrolment in many ̂u^n®a-^^^j market liquidity,
The t®®" laqged dependent variable and credit

economic g™^;,'®f positive and significance Influence
to private a®®^',"^® piteiization. Credit to private sector
on stock nVa^et^P'®' IP stability variable (consumersquared and macroeco^^^^ ^^g^ji^g pj
price i"''®''^ «... on stock market capitalization. The
significance e^®®' ° -tthbuted to this Inverse relabon
reasons that cy b® a^nbuty^^
between consum ^ pgl corporafions are set upperformance i® *®'J^"economlcs of the host country
Stter studying the may ^ pg , wil
Any change m the ma ^ multinational
affect a b'®'"".®^^®and thrive, the macroeconomics of
corporation to grow ® country is liketee^hostcoun_^ shyW bestyiy^^^ the stability at Its
an anchor which 9iv®® . spreads Its wings over
roots. When the ®orp°ration
developing nations, t ;® „a,|on will be volaUle.macroeconomics in a dev py host country is
Hence stability o multinational corporation.extremely Impo^nUotarny^^ encourages
Stable low inflatio ( determinant of Improved

higher in^astment which toproductivity and "0"-Prtp® compeHHveness for exportersrnflatlon helps to m^py®® compemion__fmmfrlflatlon helps to main price coiy mpeHtion from
^"pT domestic b"sinessy fscmg P ^ ̂
MDorts. Stability breeds hyy , steady growth&s confideny. J''® ̂ ^gTpThorttemi and long te^and price stability helps reducing the debt-
Zes' rates trtgages and businessesservicing costs of peopi

^Mc
= 0.352 I

J89(^ 186)
= 0.387
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"th loans to repay. A stable ®^°an'^act^^as an
nchor stable expectations and th
jcentive for an economy to attract imiu
•rect investment. . ..uw linuiHitv changes
Market liquidity concerns up or down, and
vertime, why large trades move P .. reversed, and
% these price changes are intended trades
% some traders willingiy issues have been

others hide them. cinnificant effect on
stablished to have positive ® . economies.'ock market performance of ernerging ^Ight

six component of | jv/ionetary Fund (IMF.
'9ns. According to the Intemati . stock market
^^07), institutionai quality "T'^ . gnd accountable
srformance because ^pd confidence m
'stitutions tend to . ̂'^'^tmpnt thus becomes
9^ity investment. Equity '"p® , .jgj^ |s resolved over^adualiy more attractive as political r quality

Therefore, the developiT^^.J^J equity
'stitutions can affect the performance. This'
'Vestment and lead to stock mai^etp^^.^^ Investor
scause institutional amount of
detections tend to increase the , awards firms,

investors are willing . jgg with P®®*^ .
jers invest less in co ^gppance standar •
nments and low corpora^^ ^M5,lltv innprc^®"^®^^.•tsra K »p«.»
payoffs from institution^ ^ also sreate
e not only larger stock markers. of
ation with world capital j-ppments xjpp
I. Better governance env transacto
s to shareholders by re improve on
and agency costs. these in ®!"®''^gid
mance of stock market. P V j^^gj playing
imies must make sure tha rggps their atte
abiished, so that investors fearing t®r
pioiting growth opportunities
rty rights. ^ . of overidentifying
,  p-vaiue of Sargan test o^^^ order ®J
;tions 0.731 and first and ^ ^ the results as
onreiation of 0.048 and 0.631 SUPP . the h®
stent and efficient. The Sargan whether
hesis of valid specification is useo reject the
instruments are valid. The test ̂ 3"® , j-q that the

lypothesis in all the regressions imP 7 ̂ g^jei has
ments are valid. This indicates that th jggt for

ed the null hypothesis that the coefflc^n ^^q^ls
Mas are Jointly equal to zero for all
n in Table 4.

ilusion institution®!
. hiished that components ̂  marketi been ostat'l'® jjj^g influence on st jj^qings

rmance of en

ffliinred to reduce corruption, government
^»ness, ThouTbTtekeri
regulatory -gqgcj xhe payoffs from strong
seriously an indude not only larger stock markets,

h.?t als^^^^^^^ Integration with world capital markets viabut als g --.jtai Retter oovemance environments

ll"s ?Itums^ sMors by reducing bothincreases returns ggpcy costs. Ail these go to

on me perforrnance of stock market. This studyimprove o" P®^ j policy implications for emerging
''"'''"^mi«nhrdevelopment of good quality Institutions®conomies that d P ss investment andcan affect the anrac ^^jp^gpce. Also emerging
lead '°. ®'°nouW improve their Institutional framework
economies should i P reduces political nsk
because JJ® , ..ctor in investment decision. Policywhlchisanimpo^ntfadorjnin^
makere must s"'® ,ors can focus their attention on

SiC groS^t' opportunities without fearing for their
property rights.

Policy implications
nf this article have important policyThe """'"g® n„^ing economies. The new phase ofimplications for emera ̂  achieved much in helping

channel of causation since

Bagehot (1873). noiicy makers in emerging
%®he result sufeste matj^^y
economies ^"®' " j investment in physical capi a
technological °^nomles must follow a parallel
but rather ®"'®S"®rovlng the quality of their institutions
policy agenda of P jquipp these policies should focus^ndUor force, in addmon^
on the instituhonal qualrties governmentperformanw Y°'f ®"^
effectiveness, P . .jgg mat adopting market-fnendlyaccountability. This impk 3 ren,_ making
Seles, Prnvi^ Te «® ipiiqing^ political stability
^ntracts enfor^abte hy 1 ggo/ice and
pr°^''''"^^nino liberty and political rights should be the
strangfbc^'®^ -^ac of thas© countries.
Sior policy agendas ̂  me significant in"^situations where mese fart^^^^^
exolalning stock market P variables at
!21.«ilng economies can s ^^grkfealtTthe short run -n ̂  ~n t^jr
n them. Technical meffteiency translate into poor
mrough which bad ?°^®^®lgt. Head of states should
nerformance of the s oc responsibility act along
spearhead Pr°niuigation 0 ^ ̂ United States
the lines of A^mjire the government to commit
of America that wp"'''/®^^ provide for transparency anditself to fiscal disciplin .^.^3, accountability, w
impose sanctions. To hence p
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®8d to establish political institutions which jp^gioned
ovemment accountable, as ^ -qIq jp
5untries. Civil society should I^fndina area'

npnnie and demanding grea"Huiymg ine voice oi uib howp-- and

Westic'' accountability, but 9~®"elevTnt
"lots should support this by . a-n language
'"miation Is provided, and Is In a format and languag
>ple can understand. . «t;n,tinns from scratch
is obviously costly to build ms
5n imported blueprints c®" sei^ J ^g^jj^^og agency
legislation establishing a Stc borrowed
securities markets, for ' already learned
Jlesale from those countnes th gnj
' to regulate these ® J anti-trust agency, a

)r. The same goes central bank, and many
ncial supervisory agency, a always learn from
21* governmental functions. j|jj.,q elsewhere even
institutional arrangements p transplanted. Some
ay are inappropriate or institutions that cut
ieties can go further by a P
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