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ABSTRACT

The effect of hot electrons on the conductivity of undoped single walled achiral

carbon nanotubes (CNTs) under the influences of applied de field and dc-ac

driven fields along the tube axis are theoretically considered. Semiclassical

approach was adopted to solve Boltzmann’s transport equation with and

without the presence of the hot electrons source to derive the current densities.

Plots of the normalized current density (/z) versus applied de field ( Ez) with

and without hot electrons reveal a negative differential conductivity (NDC) at

strong electric fields. Also, NDC is observed for plots of Jz versus de field of

simultaneously applied dc-ac driven fields in quasi-static state (i. e. cot «

1, where co and t are frequency of ac field, and relaxation time respectively)

with and without hot electrons. With strong enough axial injection of the hot

electrons in either case, there is an upturn in the normalized current density

resulting in a switch from NDC to positive differential conductivity (PDC).

The upturn in normalized current density occurs near 50 kV/cm and 75 kV/cm

for a zigzag CNT and an armchair CNT, respectively in the case when de field

is used while near 75 kV/cm and 140 kV/cm for a zigzag CNT and an armchair

CNT, respectively when dc-ac driven fields in quasi-static state replaced the de

field. In this region of PDC in each case, the unwanted domain instability

usually associated with NDC can be suppressed, suggesting a potential

generation at low and high (room) temperatures of terahertz radiations which

have enormous promising applications in very different areas of science and

technology.
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CHAPTER ONE

INTRODUCTION

Hot Electron

Research in hot electrons, like any field in semiconductor research, has

received a great deal of attention since the arrival of the transistor in 1947 [1].

Recently, it has become possible to fabricate semiconductor devices with

submicron dimensions. Progress in miniaturization and the appearance of new

functional materials over the years, have led device feature sizes to venture into

the nanometre size regime [2,3] . Cost reduction, device functionality, and

energy efficiency are the major driving forces in semiconductor and

dimensions of semiconductor devices shrink, the internal fields rise [5]. The

miniaturization of devices has led to high field well outside the linear response

region, where Ohm’s law holds for any reasonable voltage signal [6]. In devices

of such dimensions a few volts applied to the device result in the setting up of

very high electric fields [1]. Thus electronic transport in the device becomes

non-linear and can no longer be described using the simple equations of Ohm’s

law [1]. The physical understanding of the microscopic processes which

underlie the operations of such devices at high electric fields is provided by

submicrometer semiconductor devices, which may be employed in high-speed

computers and telecommunication systems, further enhances the importance of

hot electron phenomena [6].

1

research into hot electron phenomena [6]. Rapid development of

microelectromechanical system miniaturization [4], However, as the

© University of Cape Coast     https://ir.ucc.edu.gh/xmlui

Digitized by Sam Jonah Library



Under certain conditions electrons in a semiconductor become much

hotter than the surrounding crystal lattice [1,7] and these electrons are called

hot electrons. The term “hot electrons” was originally introduced to describe

nonequilibrium ensemble of high-energy electrons (or holes) in semiconductors

[1, 8], More broadly, the term describes electron distributions describable by

the Fermi function, but with an elevated effective temperature. Hot electrons

have an effective energy larger than the thermal Fermi energy ksT [7], where T

is the lattice temperature and ks is Boltzmann constant. Simply put, a hot

electron is a high- energy electron which is not in thermal equilibrium with the

lattice. The concept is very fruitful for semiconductors, where the mobility of

charge carriers can be shown to depend on their effective temperature. In

metals, however, electrons do not exhibit any pronounced variation of the

mobility with their energy. As a result, heating of electrons in a metal does not

affect the resistance, unless the change in the effective temperature is

comparable with the Fermi temperature [9].

It is often possible to pump external energy such as irradiating intense

laser light or applying electric field directly into the system of charge carriers.

If the power input into the electronic system exceeds the rate of energy loss by

that system to the lattice, then the charge carriers “heat up” and their velocity

distribution deviates significantly from the equilibrium Maxwellian form [1].

A single volt across present-day submicron semiconductor devices introduces

an electric field above lOkV/cm, which is generally enough to create hot

electrons [7].

2
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Hot Electron Device

Hot electron phenomenahave become important for the understanding

semiconductor devices decrease drastically and the internal fields rise, a large

fraction of carriers in the active regions of the device during its operation are in

states of high kinetic energy. At a given point in space and time the velocity

distribution of carriers may be narrowly peaked, in which case one speaks

about "ballistic” electron packets [5, 11]. At other times and locations, the

nonequilibrium electron ensemble can have a broad velocity distribution -

usually taken to be Maxwellian and parameterized by an effective electron

temperature Te > T [5], where T is the lattice temperature.

A number of devices have been proposed whose very principle is based on

such effects [1, 5]. In many cases these effects are a nuisance that must be

somehow cauterized, a typical example is the hot carrier injection into the gate

dielectric in silicon field-effect transistors [1]. This unwelcome phenomenon

gives rise to a degradation of transistor characteristics and may lead to circuit

failure. Another well-known hot-electron effect in devices (with more benign

consequences) is the saturation of drift velocity in high electric fields [1].

Velocity saturation is ubiquitous in modem semiconductor devices and is

sometimes of central importance for their operation [1]. Thus, it is essential for

the operation of all transit-time diode oscillators [1, 10].

Commercial utilization of hot electron phenomena began with the Gunn

effect [12, 13] based on the intervalley transfer mechanism for a negative

3

of all modem semiconductor devices [1 ,10]. As the dimensions of
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differential resistance proposed by Ridley, Watkins and Hilsum [14, 15]. The

mature technology has developed [16-18], Another successful application of a

hot-carrier effect has been made in nonvolatile memory devices. The floating

gate avalanche injection memory device FAMOS invented by Frohman-

Bentchkowsky [19] bears conceptual similarity to some of the real-space

transfer devices. The FAMOS represents a p-channel MOSFET structure with

heated by the drain field, avalanche near the drain junction with hot electrons

from the avalanche plasma injected into the floating gate. As the gate is

charged, its potential is lowered and the p-channel conductance increases.

Two distinct classes of hot electron injection devices can be identified

depending on which of the two hot electron regimes is essentially employed

(the ballistic or the Te regime) [5]. In the electron-temperature devices the

heating electric field is applied parallel to the semiconductor layers with hot

electrons then spilling over to the adjacent layers over an energy barrier. This

process is quite similar to the usual thermionic emission-but at an elevated

effective temperature Te - and the carrier flux over a barrier of height 0 can be

assumed proportional to exp (

electrons - those in the high-energy tail of the hot carrier distribution function

can participate in this flux, their number is replenished at a fast rate determined

by the energy relaxation time, so that the injection can be very efficient. In the

ballistic devices, electrons are injected into a narrow base layer at a high initial

energy in the direction normal to the plane of the layer. Its performance is

4

a floating gate electrode. In the process of “writing” the memory, carriers,

Gunn diode is undoubtedly the best- known hot electron device, for which a

[5]. Even though a small fraction of

© University of Cape Coast     https://ir.ucc.edu.gh/xmlui

Digitized by Sam Jonah Library



limited by various energy-loss mechanisms in the base and by the finite

probability of a reflection at the base-collector barrier [5].

Applications of Hot Electron and its Device

During the last decade,

superconducting sensors has been developed. These include submillimeter and

THz mixers, direct detectors, and photon counters for the broad spectral range

from micro waves to optical radiation and x rays [20]. Activity in the field of

hot electron superconducting sensors is growing rapidly. These sensors have

already demonstrated performance that makes them devices- of choice for

many far-infrared (THz), infrared, and optical wavelength applications, such as

plasma diagnostics, laser studies, ground-based and airborne heterodyne

astronomy, single-photon-detection and quantum communications. Parallel

development of compact cryocoolers and THz radiation sources opens hot

electron sensors for satellite astronomy and communication applications [20].

Research Objectives

The general objective of this research work is to study the main

influence of nonequilibrium hot electron phenomena in carbon nanotubes and

to develop a comprehensive theoretical model to compute and investigate the

effect of hot electrons on the conductivity of carbon nanotubes (CNTs). The

main objective of the work is not only to probe the effect of hot electrons on

conductivity of CNTs, but also to find out whether there is some useful

application of the effect in very different areas of science and technology.

5

a new generation of hot electron
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For instance, the useful application of the effect is to generate terahertz (THz)

radiation which falls in between microwave radiation and infrared radiation in

the electromagnetic spectrum as shown in plate 1

Infreirod Visible UV X-rrry.

1O1fo 1O17

Plate 1: A picture showing terahertz spectral range which lies between

Microwave and Infrared in electromagnetic spectrum

Although technology within each of these distinct bands in which terahertz

radiation is sandwiched is well developed, the generation as well as detection

of terahertz radiation has proceeded slowly, creating a “terahertz Gap”. Unlike

X-ray, Terahertz radiation ( i.e. T- ray) is non - ionizing and at modest

intensities, safe to use on human beings. T-ray penetrates many common

barrier materials enabling concealed object to be seen as shown in plate 2.

it

Plate 2: A THz image revealing the knife concealed in the newspaper
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So the ultimate objective of the study is to generate terahertz radiation which

apart from THz imaging has other useful applications that are relevance in

current-day technology, industry, and research.

The specific objectives of the work are stated as follows:

to utilize the Boltzmann transport equation to derive mathematicali.

expression of current density by adopting semiclassical approach for

each achiral carbon nanotube under the influence of applied de field as

well as dc-ac driven fields with or without the presence of hot electrons

source.

to investigate the behaviour of current density under the influence ofii.

either de field or dc-ac driven fields with or without the presence of

hot electrons with the aid of a graph in each case.

to compare the behaviour of current density in each case when hotiii.

electrons are absent and present in order to probe the effect of hot

electrons on the conductivity of carbon nanotubes.

to finally find out whether the effect has any potential application likeiv.

generation of terahertz radiation which is useful in different areas of

science and technology.

Organization of work

Now a brief introduction of Hot electrons phenomenon and its

applications as well as the research objectives have been given in chapter one,

the rest of this thesis is organized into four parts. Chapter two is on the review

of carbon nanotubes fundamentals which is crucial to deeper understanding of

the research topic. Chapter three is the semiclssical approach in solving

7
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Boltzmann’s transport equations with and without the presence of the hot

electrons source to derive comprehensive theoretical models of current

densities for carbon nanotubes under the influences of de field and dc-ac driven

fields. Chapter four presents results and discussion after calculating and

theplotting various essential graphs showing effect of hot electrons on

conductivity of carbon nanotubes. Finally, chapter five provides an overall

conclusion of this thesis. The results are analysed and some recommendations

for the future research direction are offered.

8
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CHAPTER TWO

CARBON NANOTUBES FUNDAMENTALS

This chapter will explore the literature

fundamental that is relevant to deeper understanding of the actual research

work on the effect of hot electrons on the conductivity of carbon nanotubes.

Many books and journal articles have previously reviewed most of the

fundamentals of carbon nanotubes. The most useful books and journal articles

that I have found to be vital for this review would be cited accordingly. The

chapter is to report a short review of carbon nanotubesaim of this

starting from allotropes of carbon, arriving to the discovery,fundamentals

and synthesis methods of carbon nanotubes. Furthermore,classification

reciprocal lattice, graphite sheet and unit cell of carbon nanotube, brillouin

would be reviewed briefly. Also the most relevant work performed on the

energy dispersion relations and density of electronic states of carbon nanotubes

are presented and this chapter will end with some benefits of carbon nanotubes.

Allotropes of Carbon

Since carbon nanotube is one of the allotropes of carbon, first and

foremost, a short review of allotropes of carbon which is one aspect of

fundamentals of carbon nanotubes crucial for better understanding of this work

cannot be overlooked. To begin with, as stated by Dresselhaus et al.,[21 ], one

distinct property of carbon atom is the many possible configurations of the

9

zone of graphene lattice, carbon nanotubes unit cell and carbon nanotubes

on carbon nanotubes
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electronic states. Each free carbon has the electronic ground state configuration

Is2 2s2 2p2. The Is2 orbital contains two strongly bound core electrons, and

orbitals, and these more weakly bound electrons are called valence electrons.

orbitals, which are important in forming covalent bonds in carbon materials.

Since the energy difference between the upper 2p energy levels and the lower

2s level in carbon is small compared with the binding energy of the chemical

bonds, one of 2s state electrons is excited to 2p state. As a result, the electronic

wave functions for these four valence electrons can readily mix with each

other, thereby changing the occupation of the 2s and three 2p atomic orbitals so

atoms. The mixing of a single 2s electron with one, two or three 2p electrons is

called spn hybridization with n = 1, 2, 3 [21]. The various bonding states

correspond to certain structural arrangements: sp bonding gives rise to chain

2 3 •structures, sp bonding to planar structures and sp bonding to tetrahedral

structures as shown in figure 1. The element carbon can combine with itself

2and other elements in three possible types of hybridisations namely; sp, sp

and sp3. Other group IV elements such as Si,

hybridization.

b> Oa)

sp?sp*

Linear Trigonal Planar

In the crystalline phase, the valence electrons give rise to 2s, 2px, 2py and 2pz

109.5*

180°

sp3
sp*

Figure 1: The different hybridisations of carbon a) sp1, b) sp2, c) sp3 [21]
10

as to enhance the binding energy of the carbon atom with its neighbouring

sp-

sp1 

Tetrahedral

2 2they are called core electrons. The four remaining electrons occupy the 2s 2p

Ge exhibit primary sp3

120° 

sp’Yx
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The spn hybridization is essentials for determining the dimensionality of not

only carbon-based molecules, but also carbon-based solids [23]. According to

allotropes from 0 dimensions (OD) to 3 dimensions (3D). Graphite and

diamond were the two most well-known allotropes of carbon prior to the

discovery of fullerenes. Carbon atoms in the diamond is sp -hybridized,

forming a three-dimensional (3D) network by binding tetrahedrally to their

four nearest neighbours as shown in figure 2(a). The structure of graphite

consists of two inequivalent planar layers. In figure 2 (b), each carbon atom in

a plane is bonded to three nearest neighbours in the plane via sp orbitals.

Because of the strong in-plane sp2 bonds and very weak (van der Waals)

interlayer bonds as shown in figure 2(b), graphite can be considered as a two-

dimensional (2D) structure. The basic unit of this structure is one layer of

carbon which is called graphene. Fullerenes C^, the O-dimensional (OD)

molecules have a particular shape like a “soccer ball” ( so-called “buckyball” )

as shown in figure 2(c). These fullerenes are made up of 60 carbon atoms

arranged in pentagonal and hexagonal rings. The discovery and subsequent

synthesis in macroscopic quantities of fullerenes has initiated a new field in the

chemistry and physics of carbon.

11

Saito et al.,[23], carbon is the only element in the periodic table that has
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Carbon atomCovalent bond

Figure 2: (a) Structure of Diamond [22]

4-

I

,-u
O-

Figure 2: (b) Structure of Graphite [22, 23]
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Figure 2: (c) Structure of Fullerene [24]

It is interesting that sp2 hybridization which forms a two-dimensional (2D)

graphite layer (or graphene), also forms (OD) fullerenes and (ID) carbon

nanotubes A carbon nanotube has a structure similar to a fullerene, but where a

fullerene’s carbon atoms usually form a sphere,

cylindrical and each end is typically capped with half a spherical fullerene

molecule as shown in figures 2 (c) and (d). Carbon nanotubes are allotropes of

carbon which are long, thin seamless hollow cylinders of graphite sheets,

closed at each end with a hemispherical cap which contain precisely six

pentagonal rings [24]. The diameter ranges from 1 nm and upwards, but up to

high. CNTs can have a length-to-diameter aspect ratio of up to 28000000:1

which is significantly larger than any other material [25]. Their name derives

from their unique size. A nanometre is one billionth of a metre, or about

100,000 times thinner than a human hair [26]. They can be viewed as single
13

an order of 100 pm long, their length-to-diameter aspect ratio is extremely

a nanotube is always
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molecules, regarding their small size, or as quasi-one dimensional crystals with

translational periodicity along the tube axis. Simply put, a carbon nanotube

rolled into a cylinder. Graphite looks like a sheet of chicken wire, a tessellation

of hexagonal rings of carbon sheets of graphite lay stacked on top on another,

but they slide past each other and can be separated easily. However, when

coiled, the carbon arrangement becomes very strong. In fact, nanotubes have

been known to be up to hundred times as strong as steel [27]. They are light,

flexible, thermally stable and chemically inert [28]. Nanotubes have an

impressive list of attributes. They can behave like metals or semiconductors

depending on the “twist” of the tube, can conduct electricity better than copper,

materials known [29].

Figure 2: (d) Structure of Carbon Nanotube [24]

These large macromolecules are unique for their size, shape and

remarkable physical properties. These intriguing structures have sparked much

excitement in recent years and a large amount of researched has been dedicated

to their understanding. Since the discovering of carbon nanotubes (CNTs) by

lijima in 1991 [30] , increasing attention has been attracted to this newly
14

can transmit heat better than diamond, and they rank among the strongest

exists as a large macromolecule of carbon, analogous to a sheet of graphite
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emerging material due to its remarkable mechanical and electrical properties

[31,32].

The notable properties of carbon nanotubes are summarised as follows:

i.

their diameter and rolling helicity [33, 34].

The energy gap of semiconducting carbon nanotubes can be variedii.

continuously by varying the nano tube diameter. Here the band gap of

semiconducting nanotubes decreases with increasing diameter [33, 35].

Nanotubes have high thermal conductivity (~ 2000 W/m/K, whereasiii.

copper has 400 W/m/K) [33, 36].

Individual carbon nanotubes are able to carry electrical current ativ.

significantly higher densities than most metals and semiconductors

[33,37].

A nanotube device will consume less power than an equivalent Siv.

device [ 33, 38]

These properties make carbon nanotube device a better choice than other

molecular device [33].

The Discovery of Carbon Nanotubes

A brief review of the report on the discovery of carbon nanotube is the

next to that of allotropes of carbon. According to Forro et al., [39], the last

decade of the last century in condensed matter physics has been marked by the

revival of carbon-based materials. Besides the conventional forms of carbon,

the graphite and the diamond, new forms of carbon have been discovered:

15

Carbon nanotubes can be metallic, or semiconducting depending on

© University of Cape Coast     https://ir.ucc.edu.gh/xmlui

Digitized by Sam Jonah Library



fullerenes and carbon nanotubes [39]. In August 1985, Harry Kroto of the

University of Sussex in the UK and Richard Smalley from Rice University in

the US were the first to observe the formation of the parent compound of

fullerenes, which is C60 molecule, after a series of experiments was performed

all over the world and hence this fact was overlooked. Long before that,

chemists and physicists had been wondering why the versatile carbon atom

could only be found in two kinds of structures: graphite and diamond. There

had been propositions by Roald Hoffmann, Orville Chapman as to what forms

ought to be observable, but every attempt to create these structures had failed.

So it was Kroto and Smalley who incidentally made the discovery while

working on laser evaporation. In order to investigate this new state of carbon, a

method was needed first to produce it in sufficient quantity. Wolfgang

Kratschmer and Donald Huffmann were successful in this with a carbon arc

instead of a laser. Therefore, the full expansion of the activity concerning this

material did not truly begin until the mass production of fullerenes was

invented by Kratschmer and Huffman [41]. The great euphoria in the fullerene

research started with the discovery of “high temperature superconductivity” in

1991, exceeding a critical temperature of 30K [42] upon alkali metal doping.

The search for new carbon nanostructures, higher mass fullerenes has strongly

motivated chemists and physicists.

Microscope (HRTEM) was developed at Arizona State University in 1971,

first

16

new and promising branch of physics, but it was hardly a surprise to scientists

using the vaporisation of carbon [24, 40]. This might have been the start to a

After the world’s first High-Resolution Transmission Electron

carbon nanotubes which are fullerene-related structures were

© University of Cape Coast     https://ir.ucc.edu.gh/xmlui

Digitized by Sam Jonah Library



experimentally discovered in 1991 by the Japanese electron microscopist S.

lijima of NEC Fundamental Research Laboratory in Tsukuba, Japan [30, 43].

i

Figure 3: Electron Micrographs of Multi-Walled Carbon Nanotubes [30]

Using High Resolution Transmission Electron Microscopy (HRTEM), he

examined electron microscope images of the soot deposited on the carbon

cathode during the arc- evaporation synthesis of fullerenes. lijima found that

the central core of the cathodic deposit contained a variety of closed graphitic

structures including nanoparticles and strange tube-like carbon structures [24,

30] of a type which had never previously been observed.

The new found strange tube-like carbon structures that consisted of several

concentric tubes of carbon atoms, cylindrical in shape, exquisitely thin and

impressively long were later called multiple-walled carbon nanotubes

17
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(MWCNTs). These early structures had the form of cylinders within cylinders,

nested inside each other like Russian dolls.

At the beginning, while the production and purification of these

structures were not sufficiently elaborated, the research mainly consisted of

“photography” that is of spectacular images obtained by High-Resolution

Transmission Electron Microscopy (HRTEM) as shown in figure 3. Around

1994 some of these problems were solved, and paved the way to an explosion

of research into the physical and chemical properties of carbon nanotubes in

laboratories all over the world. Theoretical predictions about structure and

electronic properties of CNTs followed quickly [36, 44-47]. Soon methods

were developed to produce single-walled carbon nanotubes (SWCNTs), that is,

nanotubes that consist of only a single sheet of graphite. In 1993, lijima et

al.,[48] and Donald Bethune et al.,[49] of IBM’s Almaden Research Centre in

California independently found that adding small amounts of transition-metal

catalysts to the carbon electrodes could produce carbon nanotubes that were

not nested together; that is, each nanotube was one macromolecule made of a

Because of their simple and well-definedsingle wall of carbon atoms.

structure, the single-wall nanotubes serve as model systems for theoretical

calculations and for critical experimental studies [50]. Since then, the physical

and electrical properties of carbon nanotubes have been studied extensively.

This achievement was significant, because carbon nanotube transistors and

circuits use such single-walled carbon nanotubes (SWCNTs). A short time

later, Thomas Ebbesen and Pulickel Ajayan, from lijima’s laboratory, showed

evaporation conditions [48].

18

how carbon nanotubes could be produced in bulk quantities by varying the arc-
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It has been found in actuality that, carbon nanotubes had been

discovered 30 years earlier, but had not been fully appreciated at that time. It

appears that the first carbon filaments of nanometre dimensions were prepared

in the 1970s by Morinobu Endo, as part of his PhD studies at the University of

Orleans in France. He grew carbon fibres about 7 nm in diameter using a

vapour-growth technique. Indeed, he even observed some tubes consisting in

only a single layer of rolled-up graphite, but these filaments were not

recognized as nanotubes and were not studied systematically. At least two

articles raise the question about pre lijima carbon nanotubes. In an article

reporting about the decade of discovery of nanotubes [51], it stated that

nanotubes could have been unknowingly produced in the late nineteenth

century by chemists experimenting on methane [52]. In 1960 Roger Bacon,

working for the National Carbon Company, a division of Union Carbide

Corporation report in a remarkably lucid and thorough account, his discovery

of sub-micrometer diameter graphite whiskers grown in a de carbon arc under

high pressure ( 93 atm) of an inert gas [53]. These whiskers consisted of one or

graphite layers. The fact that lijima was using a procedure that generates a

mixture of scrolls and tubes [54-56], suggests that, Bacon may also have done

this. Wiles et al., (1978) found “mats of small fibres” on one electrode when

sparks were passed between two graphite electrodes [57]. The scientists who

investigated the growth of vapour grown carbon fibres may also have produced

carbon nanotubes because they used the same technique with which carbon

nanotubes are produced today [58]. In another article from Gibson [59], Davis

is proposed as the one who saw the first nanotube in 1953 [60]. The writer

19

more concentric tube, each being in the form of a scroll, or rolled-up sheet of
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described thread-like carbon structures obtained from the reaction of Co and

Fe3C>4 at 450 °C, which he suggested were ‘similar’ if not ‘identical’ to carbon

nanotubes. These should not be seen as diminishing the importance of lijima’s

work, who was the first to appreciate fully the nature and importance of these

structures. That, is the first systematic study of carbon nanotubes was done by

S. lijima in 1991 who identified these carbon nanotubes using High-Resolution

Transmission Electron Microscopy.

Classification of Carbon Nanotubes

A brief review of various forms of classification is very essential so far

as better understanding of this work is concerned. There are various types of

CNTs each having their own different properties [61]. When CNTs are

synthesized, a bunch of different types of CNTs is produced. These CNTs can

be well aligned or nestled depending on the synthesis method, the catalysts

used and other reaction conditions such as temperature etc. If we look at the

wall(s) of one CNT, then we can classify the CNT into single -walled carbon

nanotubes (SWCNTs) and multi-walled carbon nanotubes (MWCNTs) [62] . A

tube made of a single graphite layer rolled up into a hollow cylinder is called a

concentrically arranged cylinders is referred to as a multiwalled carbon

nanotube (MWCNT). In figure 4, examples of a SCWNT and a

MCWNT are shown.

20

single-walled carbon nanotube (SWCNT) and a tube comprising several,
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Nanotubes walls five [63]Carbon Nanotubes [63, 64]

In general the multi-walled carbon nanotubes (MWCNTs) have a larger

diameter than the single-walled carbon nanotubes (SWCNTs).

Single-wall nanotubes with only one single layer generally have a diameter of

1 to 5 nm. The properties of SWCNT are more stable than MWCNT so it is

more favourable. MWCNT is a little bigger than SWCNT because MWCNT

has about 50 layers. MWCNTs inner diameter is from 1.5 to 15 nm and the

outer diameter is from 2.5 nm to 30 nm. Distances between the walls are

mostly found to be between 0.1 and 0.4 nm [64]. Depending on the number of

walls, CNTs may have different conductive properties. For example,

MCWNTs have metallic conducting properties, whereas SWCNTs can have

semiconducting properties as well as metallic conducting properties. This

depends on the so-called chirality of the SWCNTs.

Both SWCNT and MWCNT are usually many microns long and hence

they can fit well as components in submicrometer-scale devices and

nanocomposite structures that

21

b)
(b) Multi-Walled Carbon

a)
Figure 4: (a) Single-Walled

are very important in emerging technologies.

SWCNTs have better defined shapes of cylinder than MWCNTs, thus a
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MWCNT has more possibilities of structure defects and its nanostructure is

less stable. Most researchers focus on SWCNT and develop applications based

on SWCNT due to the physical stability of SWCNT.

Table 1: Comparison between SWCNT and MWCNT [65]

MWCNTSWCNT

1. Multiple layer of graphene.1. Single layer of graphene.

2. Can be produced without catalyst.2. Catalyst is required for synthesis.

3. Bulk synthesis is difficult as it 3. Bulk synthesis is easy.

requires proper control over

growth and atmospheric condition.

4. Purity is high.4. Purity is poor.

5. A chance of defect is more during 5. A chance of defect is less but once

occurred it’s difficult to improve.functionalization.

6. More accumulation in body.6. Less accumulation in body.

7. It has very complex structure.7. Characterization and evaluation

is easy.

8. It cannot be easily twisted.8. It can be easily twisted and are

more pliable.

The second form of classification is common among both MWCNTs and

SWCNTs and depends on the arrangement of carbon atoms in a given tube or

how the two-dimensional graphene sheet is ’Tolled up”. The primary symmetry

chiral (non-symmorphic) [66]. An achiral carbon nanotube is defined by a

22

classification of a carbon nanotube is as either being achiral (symmoiphic) or
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carbon nanotube whose mirror image has an identical structure to the original

one. There are only two cases of achiral nanotubes:

a) armchair nanotubes

b) zigzag nanotubes

The names of armchair and zigzag arise from the shape of the cross-sectional

ring, as shown at the edge of the nanotubes in figures 8 (a) and 8 (b). An

armchair nanotube corresponds to the case of n = m, that is = (n, n) and a

zigzag nano tube corresponds to the case of m = 0 or C^= (yz,O) [62]. Chiral

nanotubes exhibit a spiral symmetry whose mirror image cannot be superposed

on to the original one. All (n, m) chiral vectors other than (n, ri) and (n, 0)

correspond to chiral nanotubes [67] . Because of the hexagonal symmetry of

the lattice, we need to consider only 0 < |w| < n in (n, m) for chiral

nanotube. . This classification depends on the geometric structure of CNTs

described by the circumference vector or Chiral vector of the nanotube,

whose magnitude represents the full circumference of the tube. It is defined by

naj + ma2, n>m [23, 68] where aj and a2 are unit vectors in the two-

denote the number of unit vectors along two directions in the hexagonal lattice

of grapheme as shown in figure 5. This is often thought of as representing the

number of carbon atoms around the circumference of the tube, and the number

of atoms down the tube axis. Another important parameter is the chiral angle

0, which is the angle between^ and

23

dimensional hexagonal lattice as shown in figure 5. The integers n and m
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armchair

Figure 5: Hexagonal network of a graphene sheet with some essential

lattice parameters [23, 68]

.The tube with index (n, m) = (4,2) is constructed when the dotted strip as

shown in figure 5 is rolled up in such a way that point O matches point A, and

point B matches point B'. 0 denotes the chiral angle of a specific tube and

varies between 0° < 0 < 30°, the chiral vector is perpendicular to the

translational vector. Armchair carbon nanotubes are formed when n = m and

the chiral angle is 30° [68,69]. Zigzag carbon nanotubes are formed when

either n or m is zero and the chiral angle is 0° [68, 69]. All other carbon

between 0° and 30°, are known as chiral carbon nanotubes [68,69].
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zigzag11.0)

Figure 6: Unrolled sheet of Graphite or Graphene that can be rolled into

the three types of Carbon nanotubes [69]

The chiral vector is a line that traces the CNT along its circumference

from one carbon atom (we will call it the reference atom) back to itself.

If we cut open the carbon nanotube along the tube axis and through the

reference atom, we can imagine spreading out the nanotube into a graphene

sheet that could exactly match a portion of an infinitely large graphene sheet.

Figure 6 shows the hexagonal carbon network that can be thought of as the

infinitely large graphene sheet. The dotted lines at the left and right represent

the cut made along the CNT. Location (0, 0) represents the reference atom and

is the location that the chiral vector Cstarts from. Although the chiral vector

begins and ends on the same reference atom, end is represented by location

/

(11, 7) in the graphene sheet as shown in figure 6. When the graphene sheet is
25
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wrapped into a cylinder, chiral vector which connects crystalographically

equivalent points (0, 0) and (11,7) of the graphene lattice will both converge on

the same reference atom. The unit vectors a7and a^both begin at one comer of a

single hexagon and end two comers away in the same hexagon. Each hexagon

comer in the hexagonal network represents one carbon atom in the physical

graphene sheet, ai and a2 point in the zigzag directions, or directions that make

30° angles with the armchair direction. Since ai and a2 each transverse one

and m

hexagons away from the reference atom in the aj and a2 directions respectively.

direction. If lines up with the dotted zigzag line in figure 6 the resulting

nanotube would be a zigzag CNT. The terms zigzag and armchair come from

the patterns traced along the hexagons along those directions, as shown by the

zigzag and armchair-like lines drawn in figure 6. The angles 0 and <p always

combine to form 30° [70].

The chiral angle and vector also play an important role in determining

the important properties of nanotubes, besides being parameters used to

discriminate between different types of carbon nanotubes. The properties of

carbon nanotubes are also determined by their diameter, which depends on n

and m. The nano tube diameter d is calculated using the formula given by

26

whole hexagon, the coordinates (n, m) represent atoms that are n

2
+ mn + n )/n~Ch Iit ,

aj points in the indicated zigzag direction, 30° away from the armchair

where ac.c is the distance between adjacent carbon atoms in the flat sheet or
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is the C-C bond length (0.142 nm) and is the length of the

circumference or chiral vector The chiral angle, 9, on the other hand is

calculated using the formula given by [23]

The translational vector T, which is perpendicular to the chiral vector, is

expressed as [23], T = [(2m + ri)aj — (2n + m)(i2 ] / d&

The length T is the unit lattice length along the tube axis direction:

Here, dR is the greatest common divisor of (2n+m) and (2m+ri).

For example, let consider a (11, 8) tube: 2n+m=30 and 2m+n = 27 and dR =3.

or

And d is the highest common divisor of ( n , m ). For example, let consider a

(11,8) tube : d is 1 and hence d=3 since 11- 8 =3 is a multiple of 3(1)=3

The number of hexagons N in a unit cell is given by [23],

nanotubes is that depending on their structure and diameter, conducting or

semiconducting nanotubes

conducting nanotubes is that (2n+m) or equivalently (n-m) is a multiple of 3

[71]. That is for a given (w, m) nanotube, if 2n + m=3i or n-m=3i (where i is an

semiconductor. This leads to the cases that all armchair nanotubes are metallic

27

d
3d

d
R

n-m is not a multiple of 3d 
-mis a multiple of 3d

#c-c

integer), then the nanotube is metallic, otherwise the nanotube is a

are possible. The condition for metallic or

if
if n

T = j3C,/d = 3a 
h R c-c

\n2 + nm + m2 Id 
R

N 2(n2 +nm + m2)

dR
One of the most remarkable properties of a given (n, m) carbon

0 = tan 1 (y[3n/\(2m + n))
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or conducting, and zigzag nanotubes are only metallic or conducting if n is a

multiple of 3. Figure 7 shows which carbon nanotubes (n, ni) are predicted to

be metallic and which are semiconducting, denoted by the black and red circles

respectively. It can be seen from this diagram that approximately one third of

carbon nanotubes are metallic or conducting while the other two thirds are

semiconducting. These basic predictions from the theory have been verified

using scanning tunnelling microscope studies.

(0.0) (6,0)(3,0)

(4.1)(1.1)

(3,2)(2,2) (4.2)
Chiral

(3,3) (43)

(9.5)

(6,6) ©(7,7)

Figure 7: Graphene showing atoms of metallic and semiconducting CNTs

(n, m) which are denoted by the black and red circles respectively [72]

Zigzag nanotubes correspond to (zz, 0) or (0, m) and have a chiral angle of 0°,

armchair nanotubes have (zz, ri) and a chiral angle, of 30°, while chiral

nanotubes have general (zz, rri) values and a chiral angle of between 0° and 30°.

Band-structure calculations show that the conductive properties of nanotubes

depend strongly on the tube diameter as well as on the winding of the chiral

28

O Metallic
• Semiconducting
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angle. Small changes in the said properties can transform the tube from a metal

into a large-gap semiconductor.

The planar unit cells of figures 8 (a) (8, 8) and (b) (12, 0) nanotubes

surrounded by rectangles and their start and end positions are marked by

squares, and the fully optimized structure of the figures 8 (c,e) (8,8) and (d,f)

(12,0) nanotubes, top and side views.

(b)(a)

(0,0)

(d)(c)

(f)(e)

Figure 8: The Armchair and Zigzag Carbon nanotubes showing the atoms

along the circumference of the tubes [73]

Armchair nanotubes are formed when n = m, hence it is an (n, ri) tube

structure and the chiral angle, 9, is 30°. Zigzag nanotubes are formed when

29

© University of Cape Coast     https://ir.ucc.edu.gh/xmlui

Digitized by Sam Jonah Library



either n or m is zero, hence it is referred to (n, 0) or (m, 0) tube structure and

chiral angle, 0, is 0°, also referred to as the zigzag axis . Chiral nanotubes are

formed when neither n nor m is zero and also n # m., hence it is general chiral

(n, m) nanotube which corresponds to a chiral angle lying between 0°< 0< 30°.

Figure 9: (a) Structure of Armchair Carbon Nanotube: n = m, 0=30° [23]

<

Figure 9: (b) Structure of Zigzag Carbon Nanotube: n or m = 0, 0=0° [23]

Figure 9: (c) Structure of Chiral Carbon Nanotube: n or m Oand also

30

Sr-15*-

z? zh , 0°< 0 < 30° [23]

ch

<1 I X_T'2OfctXC

“u.

4.3 >‘t-4 $ -

S^r-!Wr"V«* S-Y
M - P \> <

> 5?)U’IYy 
feXjT
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There are two possible high symmetry structures for carbon nanotubes,

“zigzag “and “armchair” and these are illustrated in figures 9 (a)known as

and (b). In practice it is believed that most carbon nanotubes do not have these

highly symmetric forms but have structures in which the hexagons are arranged

helically around the tube axis as in figure 9 (c).

Of course, a carbon nanotube is not visible by bare eye, and a bundle of 100 of

them is necessary to be spotted with the best optical microscope. Using

Scanning Tunnelling Microscopy (STM) [74-76], the crystalline structure of

the tubes was verified. Despite their small diameter, their length can be

micrometers [77], which make nanotubes the (geometrically) most anisotropic

molecules in the world.

Table 2: Classification of Carbon nanotubes [23]

ChiralArmchair Zigzag

(n, m)(ntri) (”■ 0)Chiral Vector, Ch

y/3na na

Chiral Angle, 9

02n

Shape of cross-section

31

Type of Carbon 
nanotubes

Number of hexagon in 
a unit cell, N

Length of Chiral 
Vector, L

ay n2 4- nm + m2

Cis- type:

2(n2 4- nm 4- m2)

0 < |0| < 30°0°30°

Trans-type: Mixture of cis and 
t v frans

\ X
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Synthesis Methods of Carbon Nanotubes

Synthesis methods of CNTs have been addressed in many review,

journal articles and books [43, 48, 49, 78-100]. Now part of a journal article

by Sinha Niraj et al., in 2005 [78] on the mainstream synthesis methods of

carbon nanotubes is mainly considered in this brief review since it will enhance

better understanding of fundamentals of carbon nanotubes needed before the

main research work. To begin with, there is a huge demand for quality carbon

nanotubes both as research materials and for large scale industrial applications

[101]. The carbon nanotubes examined by lijima in 1991 were synthesized by

arc-discharge method [43], but since then several other production methods

have been developed. In this section we briefly described different successful

methods for producing and purifying CNTs. The most common production

methods used nowadays are: arc-discharge [43, 48, 49, 78-85] laser ablation

[78, 86-89] and chemical vapour deposition [78, 90-100] methods.

Arc-Discharge Method

The arc discharge method generally involves the use of two high-purity

graphite electrodes to generate an arc by de current [43, 48, 49, 78-85]. Figure

10 (a) shows the schematic diagram of the arc-discharge method. The anode is

either pure graphite or contains metals. In the latter case, the metals are mixed

with the graphite powder and introduced in a hole made in the anode

centre [78-85].

32
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Anode

1Plasma

Cathode

Figure 10: (a) Schematic diagram of carbon arc-discharge method of

producing CNTs [78]

Initially, the two electrodes are kept independent. The electrodes are kept in a

vacuum chamber and an inert gas is supplied to the chamber. The inert gas

increases the speed of carbon deposition. Once the pressure is stabilized, the

power supply is turned on (about 20 V). The distance between the electrodes is

reduced until the flowing of a current (50-150 A). The positive electrode is

then gradually brought closer to the negative one to strike the electric arc.

The electrodes become red hot, resulting in the evaporation of the carbon from

millimeter apart while some of the plasma re-condenses as a hard cylindrical

rod on the cathodic graphite. The central part of this deposit contains both

Inert 
gas

CNTs and nanoparticles [78]. Once a specific length is reached, the power
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the anode to form plasma. Once the arc stabilizes, the rods are kept about a
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supply is cut off and the machine is left for cooling. The two most important

parameters to be taken care of in this method are: (i) the control of arcing

current and (ii) the optimal selection of inert gas pressure in the chamber [78,

102].

The arc-discharge method produces high quality MWCNTs and

SWCNTs [78], MWCNTs do not need a catalyst for growth, while SWCNTs

controlling the pressure of inert gas in the discharge chamber and the arcing

current. In the case of MWCNT growth by the arc-discharge method, the by

products are polyhedron-shaped multilayered graphitic particles. For the

first time, Ebbesen and Ajayan [80] synthesized high-quality MWCNTs having

diameters in the range of 2-20 nm and lengths of several micrometers at the

gram level. They applied a potential of —18 V and a helium pressure of —500

torr. Analysisby transmission electron microscopy (TEM) revealed that

thecarbon nanotubes consisted of two or more carbon shells. The MWCNTs

produced by the arc-discharge method were highly crystalline and were bound

together by strong van der Waals forces. Ijima and Ichihashi [48] used a gas

mixture of 10-torr methane and 40-torr argon at a de current of 200 A and a

voltage of 20 V to synthesize SWCNTs with diameters 1 nm. Carbon anode

and Co, Ni, and Fe as catalysts were tried by Bethune et al., [49] They used a

current of 95-105 A and a He pressure of 100-500 torr. The TEM analysis

revealed that SWCNTs were obtained only with Co catalysts, and the diameters

of CNTs were 1.2 ± 0.1 nm. Joumet et al., [85] optimized the SWCNT growth

by the arc-discharge method. They used a graphite cathode (16-mm diameter,

40 mm long), a graphite anode(6-mm diameter, 100 mm long), a mixture of
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can only be grown in the presence of a catalyst. MCWNTs can be obtained by
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catalyst (Ni-Co, Co-Y, or Ni-Y), a helium pressure of 660 mbar, an arcing

current of 100 A, and a voltage drop of 30 V between the electrodes. Scanning

electron microscopy (SEM) revealed that the deposited material consisted of

high amount of entangled carbon ropes of diameters 5-20 nm. Li et al., [83]

used the modified arc-discharge method, which used FeS as a promoter, to

synthesize SWCNTs. The diameters of CNTs were 5—20 /zm and their length

could reach 10 cm. As evaluated by SEM, thermogravimetric analysis, and

Raman spectroscopy, the synthesized SWCNT fibers were 80% pure by

volume.

Laser-Ablation Method

Laser Beam

I j

Target

Figure 10: (b) Schematic diagram of laser-ablation method of producing

CNTs [78]

In the laser-ablation method used by Thess et al., [86] for producing

CNTs, intense laser pulses were utilized to ablate a carbon target.

The flow tube is maintained at a temperature of about 1200 °C by a tube

furnace. The pulsed laser-ablation of graphite in the presence of an inert gas

and catalyst formed SWCNTs at 1200 °C. Figure 10 shows the schematic
35

Furnace temperature 
~1200°C
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diagram of the laser-ablation method. The X-ray diffraction (XRD) and TEM

revealed that the SWCNTs produced by laser-ablation were ropes (or bundles)

of 5-20 nm diameter and tens to hundreds of micrometers of length. Braidy et

al., [87] synthesized SWCNTs and other nanotubular structures (graphite

nanocages and low aspect ratio nanotubules) by pulsed KrF laser-ablation of a

graphite pellet at an argon pressure of 500 torr, a temperature of 1150 °C,and a

laser intensity of 8 x 108 W/cm2. They observed that relatively high UV laser

intensity was detrimental to the growth of SWCNTs. By using high vacuum

laser-ablation, Takahashi et at, [88] synthesized multilayered MWCNTs

having a tip angle of 15-20°. Graphite powder was dispersed on a Si (100)

substrate and CNTs were grown selectively at high substrate temperature.

In general, some of the major parameters that determine the amount of

CNTs produced

wavelength, temperature, pressure, type of inert gas present, the fluid dynamics

near the carbon target, etc. [103]. When synthesizing SWCNTs, the by

products in the case of the arc-discharge and laser-ablation methods are

fullerenes, graphitic polyhedrons with enclosed metal particles, and amorphous

carbon [103].
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are the amount and type of catalysts, laser power and
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Chemical Vapour Deposition (CVD) Method

Sample

Figure 10: (c) Schematic diagram of CVD method of producing CNTs [78]

In the CVD method, CNTs are synthesized by decomposing

hydrocarbons (the commonly used sources

acetylene) at reaction temperatures below 1000 °C in a presence of metallic

catalysts [78]. An energy source, such as electron beam or resistive heating is

used to impart energy to them in the presence of metal catalysts (e.g. iron,

cobalt, or nickel) . The key parameters that determine the yield and quality of

the CNT are the nature of hydrocarbons, the catalysts and the growth

temperature. The energy source breaks the molecule into reactive radical

species in the temperature range of 550-750 0 C. These reactive species then

diffuse down to the substrate, which is heated and coated in a catalyst (usually

As a result, the CNTs are formed. Figure 11(c) shows the schematic diagram of

the CVD method. Yacaman et al., [90] synthesized microtubules of up to 50 m

37

Furnace temperature 
~500-l000°CCnHm,

Inert Gas

a first-row transition metal such as Ni, Fe, or, Co), where it remains bonded.

are methane, ethylene, and
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length of CNTs by catalytic decomposition of acetylene over iron particles at

700 °C. Li et al., [91] used iron nanoparticles (embedded in mesoporous silica)

as catalyst for large-scale synthesis of aligned CNTs. The tubes were 50 /zm

long and well graphitized. Varadan and Xie [94] developed a CVD technique

using microwave energy for synthesizing MWCNTs. They used acetylene as

the hydrocarbon and cobalt as the catalyst at a temperature of 700

MWCNTs prepared by this process had an average diameter of 20-30 nm and

consisted of 26 layers. Park et al., [96] utilized a sequential combination of

radio frequency plasma-enhanced CVD (RF PECVD) and thermal CVD to

synthesize CNTs from acetylene and hydrogen gas mixture on stainless steel

plates. Seidel et al., [99] synthesized dense networks of SWCNTs using Ni

catalyst layers of 0.2 nm thickness by thermal CVD at temperatures as low as

600 °C. They proposed a growth model for CVD synthesis on the basis of their

experimental observations that was based on the interaction between the

catalyst and its support. According to them, the fast growth rates of SWCNTs

during CVD synthesis can only be explained by surface diffusion of

hydrocarbons on the catalyst support or along the CNTs. For the first time,

catalysts for low-

temperature growth of CNTs by Vohs et al., [100]. MWCNTs were synthesized

at 175 °C via decomposition of carbon tetrachloride in supercritical carbon

dioxide by them. For synthesizing MWCNTs, most of the CVD methods utilize

ethylene or acetylene as hydrocarbons. Chaisitsak et al., [30] observed that

both SWCNTs and MWCNTs can be synthesized by optimizing the catalyst.

By optimizing the growth conditions, SWCNTs of diameter 0.65 nm were

synthesized by them at a substrate temperature of
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°C.

metal (Fe)-encapsulated dendrimers were used as
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660 °C. With regards to the effect of temperature, the density and growth rate

of CNTs increase with an increase in temperature. Also, as the temperature

increases, the CNTs tend to be vertically aligned. By using CVD, excellent

alignment and positional control on the nanometer scale can be achieved in

addition to controlling the diameter and the growth rate. A major drawback

with the CVD method is that there are high defect densities in the MWCNT

structures grown by this process. It is believed that it is most likely due to the

lack of sufficient thermal energy for annealing CNTs because of relatively low

growth temperature [104]. Between these two methods, the cost of producing

CNTs by the arc-discharge method is less compared to the laser-ablation

method. However, the main disadvantages with these processes are[78]: (i)

tangled CNTs are synthesized by these processes that make the purification and

evaporation of carbon atoms at temperatures 3000°C [104] . Apart from

materials scale-up, controlled synthesis of aligned and ordered CNTs can be

achieved by using CVD [105]. The microstructure of the CNT tips synthesized

by the CVD technique have well-formed caps compared to other methods. The

discharge tube tips. However, they often have interrupted graphite layers. In

applications such as scanning probe microscopies, tips are very important.

Although CVD process appears technologically easier, the required quality of

tips can be made by the arc-discharge method [106].
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shapes of tips are more rounded and have higher radius compared to arc

applications of CNT samples difficult and (ii) these processes rely on
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Purification

In all the above-mentioned preparation methods [43, 48, 49, 78-100],

the nanotubes come with a number of impurities whose type and amount

depend on the method used. The most common impurities are carbonaceous

materials, whereas metals are the other types of impurities generally observed

[102]. In the carbon arc-discharge method, the impurities can be purified by

oxidation as the carbonaceous impurities have high oxidation rates. However,

in this case, 95% of the starting materials are destroyed and the remaining

2800 °C) [107]. Forsamples require annealing at high temperature (

purification by oxidation, generally two approaches are followed: (i) gas phase

purification [107, 108] and (ii) liquid phase purification [109-111] . Ebbesen et

al., [107] observed low yield of purification by gas phase oxidation. Therefore,

liquid phase oxidation was tried by Hiura et al.,[109] for more homogeneous

oxidation. Kim et al., [Ill] used nitric acid, sulphuric acid, and their mixture as

oxidants. As observed by SEM, purified SWCNTs of length less than 2/zm

damage on the surface and metalcatalysts were efficiently removed. They

characterized the size distribution with the field-flow fractionation (FFF)

method. A purification technique for SWCNTs that are synthesized by the

pulsed laser-ablation technique was proposed by Bandow et al., [112]. They

a membrane filter. They

observed 90% purity by weight after purification. For the SWCNTs grown by

CVD of carbon monoxide, a purification process has been developed by Xu et

al., [113]. The purification process included sonication, oxidation, and acid

washing steps. After purification, the purity and yield were determined and

40

used a cationic surfactant and trapped SWCNTs on

were obtained. TEM confirmed that the SWCNTs were purified with little
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estimated by them using TEM. MWCNTs grown by the CVD technique were

subjected to wet and dry oxidation by Biro et al., [114] to remove impurities

and traces of catalysts. It was observed that the KMnO4/H2SC>4 aqueous

oxidation procedure was effective in reducing the Co catalyst while moderately

damaging the outer wall of CNTs .Some other method have also been used to

purify CNTs. Shelimov et al., [115] used ultrasonically assisted microfiltration

for purifying SWCNTs from amorphous and crystalline carbon impurities and

metal particles. SWCNTs with more than 90% purity were generated by this

process. Dujardin et al., [116] boiled CNTs in nitric acid aqueous solutions to

remove amorphous carbon and metal particles. Harutyunyan et al., [117]

developed a scalable purification method for SWCNTs by using microwave

heating in air followed by treatment with hydrochloric acid. Ko et al., [118]

have developed a purification method for MWCNTs using microwave-assisted

purification. They found by Raman spectroscopy and thermogravimetric

analysis that a temperature of 180 °C was suitable for the purification of CNTs.

They observed that purification temperatures abovel80 °C decomposed the

nanotubes, while temperatures below 180 °C were not effective in removing

defects. As a concluding remark, the above-mentioned purification methods

change the structural surfaces of CNTs. As a result, there may be change in the

electrical and mechanical properties of purified nanotubes. Therefore, the main

thrust of the research should be in the area of producing purified CNTs in a

single-step process to conserve the fascinating features of CNTs [78].
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Table 3: Summary of the three main production methods for CNTs [43, 78, 119, 120]

Laser-ablation CVDMethod
Yacaman et al.,(1993) [120]Pioneer

How

30% to 90% Up to 70 % 20% to 100%Typical Yield

Both SWCNTs Only SWCNTs Both SWCNTs

and MWCNTs and MWCNTs

Advantage

defects. The reaction

product is quite pure controllable, quite pure.

Tubes tend to be shortDisadvantage
with random sizes and

directions often needs a

lot of purification
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Types of

CNTs

CNT growth on graphite 

electrodes during direct 

cunent arc-discharge 

evaporation of carbon in 

presence of an inert gas

catalyst, Not too 

expensive, open air 

synthesis.

structural defect;

MWCNTs without

(graphite) and 

transition metals

located on a target 

to form CNTs

Primary SWCNTs 

with good diameter 

control and few

Costly method, 

because it requires 

expensive laser and 

high power 

requirement but is 

improving

Acetylene decomposition 

over graphite-supported iron 

particles at 700 °C

Easiest to scale up to 

industrial production; long 

length, simple process, 

SWCNT diameter

CNTs are usually MWCNTs 

and often riddled with defect

Can easily produce 

SWCNT, MWCNT. 

SWCNTs have few

Guo et al.,(1995) 

[119] 
Vaporization of a 

mixture of carbon

Arc-discharge 

lijima (1991) [43]
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All the above reviewed synthesis methods of carbon nanotubes have

advantages and disadvantages, but the chemical vapour deposition (CVD)

method of synthesizing CNTs has the greatest potential of all the methods

discussed [78]. Because CNTs grown by CVD have high yield, high purity,

well aligned and even large scale synthesis is possible. By using the CVD

method, different nanotubes (SWCNTs or MWCNTs) can be produced on

different substrates. It has been found that the substrate/CNT interface

interactions govern the alignment and type of CNT produced [78].

Graphite Sheet and Unit Cell of Carbon Nanotube.

The review of a graphite sheet (i.e. graphene) and unit cell of carbon

nanotube are very important for deeper understanding of carbon nanotube

fundamentals. A book written by Saito, R. et al., [23] on “Physical properties

of carbon nanotubes” would be mainly utilized for this review. It has been

reported that since the discovery of carbon nanotubes in the early 1990s [43],

theoretical work has shown that various physical properties for example a

metallic behaviour with high electrical conductivity, or semiconducting

behaviour with relatively large band gaps should be strongly dependent on the

nanotube chirality (the direction in which the graphite sheet or graphene was

rolled up) and diameter [23, 121, 122]. This dependence is ultimately related to

the way that the two-dimensional Brillouin zone of the graphite sheet (or

graphene) is folded into the one dimensional Brillouin zone of the carbon

nano tubes [123].
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Figure 11 displays the chiral and the translation vectors on a graphite sheet or

unrolled hexagonal lattice of a ( 4, 2 ) carbon nanotube [123] .

Figure 11: Shows the chiral and the translation vectors in the case of the

unrolled hexagonal lattice of a (4, 2 ) carbon nano tube [123]

i

first thing we have to consider. These vectors define a parallelogram, which is

called the primitive unit cell, and fill all space by the repetition of suitable

crystal translations operations. So we can always make sure that we have

chosen the right ones. There are many ways of choosing the lattice vectors, but

some are more comfortable to work with than others. In figure 11, we have

chosen

hexagons. In Cartesian coordinates (x, y) basis, the lattice vectors are [23]

(1)a2=
2 J

44

2 ’«! =
a

and aChoosing of the primitive lattice vectors a

2 J

a, and u2to be two secants of an isosceles triangle within two

2 of the graphene sheet is the

9I 2
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=1.42 A. Hence the value of a is given by

Another choice could be with an angle of 120 degrees instead of our 60

degrees. The two lattice vectors are now used to determine the roll up vector

(also called the Chiral vector) given by [23]

(2)Ch — naj + ma2

which determines the circumference of the carbon nanotube. Here n and m are

the indices of the tube and for that reason it is obvious that (n, m) directly

describes the size of the tube. Translation vector, T, describes the distance

between two similar lattice points. Now, the two vectors C^and T span a

rectangle, which is called the 2D unrolled nanotube unit cell depicts various

fundamental parameters of a CNT, and their relationships to graphene. This is

the rectangle, we roll up in the chiral vector direction that forms the cylinder.

The side OB is put together with the side AB' .This define a CNT unit cell, that

repeatedly put together forms the tube. The nanotube just created has no

distortion of bond angles other than in the circumference direction, caused by

the cylindrical curvature of the surface. This curvature, the chiral angle 0, the

influence of the electrical properties of the tube. The unit cell of the carbon

nanotube is therefore defined as the rectangle formed by Chiral vector, Ch, and

the one-dimensional translational vector ,T, as shown in figure 11.
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where a is lattice constant given by a =yl3ac-c

a = |ai| = |a2| =2.46 A

nearest neighbour distance, az^

Q
diameter d = and an applied magnetic field along the tubule axes have 
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Reciprocal Lattice and Brillouin Zone

Some aspect of the basic research work by Grove-Rasmussen Kasper in

2000 [124] especially on reciprocal lattice, brillouin zone of the graphene

lattice, the 2D brillouin zone of the nanotube unit cell, boundary condition, and

the ID brillouin zone of the nano tube would be mainly considered in a brief

review of reciprocal lattice and brillouin zone since these are relevant to carbon

nanotubes fundamentals necessary for better understanding of this thesis

Reciprocal Lattice

Reciprocal space is also called Fourier space, k- space, or momentum

space. In contrast to real space or direct space, the reciprocal space lattice is a

set of imaginary points constructed in such a way that the direction of a vector

from one point to another coincides with the direction of a normal to the real

space planes and the separation of those points (absolute value of the vector) is

equal to the reciprocal of the real inter planar distance. We are to find the

lattice vectors in the reciprocal space given the real space lattice vectors. All

calculations are done in Cartesian coordinates. The first Brillouin zone is found

by Wigner-Zeits primitive unit cell [123]. In the following this zone is referred

to as the Brillouin zone. The derivation of the reciprocal lattice vectors are first

given generally. This approach is chosen because more than one set of

reciprocal lattice vectors are to be calculated and the choice of real space lattice

vectors are ambiguous. The general equation can be applied to the different

kinds of real space lattice vectors connected with the carbon nanotube. The

general relationship between a direct lattice vector, and reciprocal lattice vector

is given by [125] :
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(3)i

where the a's are the basis vectors of the real or direct lattice. The ft’s are then

known Kronecker delta function defined such that [125]:

(4)

Reciprocal SpaceReal Space

y

>

X

Figure 12: Real space with unit vectors (x,y) and reciprocal space with

unit vectors (kx,ky)of length 2tt [126]

Figure 12 shows how the unit vectors of the two-dimensional Cartesian

coordinate system in real space which transform to the unit vectors in the

shown at figure 12). If the two real space vectors are not perpendicular, it is not

possible to do the transformation to reciprocal space. In a three dimensional

47

1 if
0 if

i = j
i * J

A

reciprocal space according to equation (3). The x unit vector is perpendicular

called the fundamental vectors of the reciprocal lattice. Here 6^ is the well-

ky

to ky and vice versa. The unit lengths of the reciprocal vectors are 2k (not

a - •b = 2tc8„
1 j y
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lattice with real space vectors

found by [127]

(5)= 2k

These vectors obey equation (3) The length of a reciprocal lattice vector is

given by [127]

(6)

where i is 1, 2 or 3 .

In our case we are only in two dimensions. This equation is only correct in

special case where it is later used.

=

The reciprocal lattice vectors of the plane are d,andA2. The volume spanned

by the real space vectors are [124]

Vreal = x

48

'(P 
0

J,10 J

= a a 
lx 2y

0

fl3 xa1

Vreal

— a a 
ly 2x

Xg2

Vreal

«2 =

the plane orthogonal to a3

fl 2 Xfl3

Vreal
b3 — 2 k

a3

aly *

where Vreal = aY • a2 x a3 is the volume of the box spanned by a{, a2 and a3

b2 = 2k

a2x 1

a 2y

I o) LI0 J

a\x 

alv • 

I ° J
a2y 

~a2x 

I 0 J

a2anda3, the reciprocal lattice vectors are

a3 = (0,0,1) and aT is perpendicular to a2 in

(a, 
a2y

I 0 J
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Using equation (6) one gets the reciprocal vectors [124]

a
2tt

(7)

(8)

The vector b3 is not calculated, because it is irrelevant to our purpose. We are

only working in two dimensions. Now for any choice of real space lattice

vectors, the reciprocal lattice vectors can be calculated easily by equations (7)

and (8) The Brillouin zone is obtained by finding Wigner-Zeits primitive cell.

The above equations of the reciprocal lattice vectors are used to find the

Brillouin zone of a general nanotube. In this derivation actually three Brillouin

zones are in play.

These three are [124]

i. The 2D Brillouin zone of the graphene sheet

ii. The 2D Brillouin zone of the nanotube unit cell

iii. The ID Brillouin zone of the nanotube

It is very important to distinguish these three zones.

The 2D Brillouin zone of the graphene sheet is found by the real space lattice

procedure is used in the 2D Brillouin zone of the nanotube unit cell, but now

give a two dimensional Brillouin zone. The ID Brillouin zone of the nanotube

is a result of the boundary condition, which arises when the graphene is made

49

*1 =

aixfl2y ai.v^2x

with the real space lattice vectors defining the nanotube(CA ,T). Both cases

2y 

~~a2x 

I 0 J

vectors of the graphene sheet (a1?

lxfl2y
*2=-

a “n
I 0 J

a2), equations (7) and (8) The same

2tt

a\ya2x
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to a tube. By using the zonefolding technique the dimension of the 2D

Brillouin zone of the nanotube unit cell reduces to ID Brillouin zone of the

nanotube.

Brillouin Zone of The Graphene Lattice

given by

equation (1) Thus using equations (7) and (8) the primitive reciprocal lattice

vectors become [124]

/
2tt2k

aa

where a is the lattice constant

=47i/3ac.c is a lattice constant in the reciprocal space [23].

In figure 14 2.3 the real lattice vectors and reciprocal lattice vectors are shown.

They define a 2D Brillouin zone with the shape of a hexagon.

As mentioned above the choice of real space lattice vector is ambiguous.

Furthermore the coordinates of these vectors depend on the choice of

coordinate system.
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b
12

A A

shown in k-space, but each pair of (kx,ky) corresponds to an energy value.

i 

l-i J

Clearly a} and a

The real space lattice vectors of the graphene sheet are

"1 “ ^3 >

U)

2 are perpendicular to b} and b2 respectively. The hexagon is
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(a) (b)
by

KB >
r *•■• M

b>

Figure 13: (a) The real space unit cell of graphite which contains points A and

B and (b) the lattice vectors in reciprocal space[23]

Figure 13 shows the real space unit cell of graphite which is defined by the

dotted line contains points A and B. and (b) the lattice vectors in reciprocal

space[63]. The first Brillouin zone of graphene in (a) and (b) are shown as the

unit vectors and reciprocal lattice vectors, respectively. T, K and M are three

high symmetry points and are defined as the centre, the comer and the centre of

the edge of the Brillouin zone respectively. A and B are two inequivalent atoms

in the unit cell as shown in figures 13 (a) and 14, and two Bloch functions are

constructed from atomic orbitals for them to provide the basic functions for 2D

graphite.
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a
2

’I
.r

a
i

dotted rhombus and shaded hexagon, respectively. ai and (i = 1 , 2) are
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Figure 14: Unit Cell of Graphene containing 2 atoms/unit cell and

unit vectors ai and a2 in two equivalent zigzag directions [23]

The 2D Brillouin Zone of The Nanotube Unit Cell

in 2D as shown in figure 11, then we may similarly assign two associated

reciprocal vectors /Gand ^respectively.The corresponding reciprocal lattice

vectors If/ (in the circumferential direction) and K2 (along the direction of the

nanotube axis) are calculated by the expression (3) giving [ 23, 124]

TK] = 0

TK2 = 2n (9)ch k2= 0,

Simple vector algebra gives [23, 124]:

Ki = (-/2f>i + tift2)/N and K2 = (mb\ - nft2)/N (10)

where N denotes the number of hexagons in SWCNT unit cell,

N = (n2+nm+n?ydR. and tb t2 are integers.
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Ch Ki = 2tt,

If chiral vector C/t and translation vector T define a CNT real unit cell
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Because of the translational symmetry of T, wave vectors in the direction of

JT^are continuous for an infinitely long nanotube. In the circumferential

direction there are N wave vectors iKj (i = 0,1. . . N -1), which means N

discrete k vectors. Thus K] and K2 define a CNT reciprocal unit cell in 2D. The

length of the reciprocal vectors Kj and K2 are respectively 2itlCh and 2n/T from

equation (6). It is also clear from the expressions of Ki and JT^that the larger the

CNT unit cell, the smaller the 2D reciprocal unit-cell. The transition from the

2D graphene to the ID SCWNT results in a reduction of real space and

reciprocal space.

Kyfyf

* Kx

reciprocal Vectors defining the 2D Brillouin zone of the nanotube unit cell

(right) [124]

In figure 15, the four vectors are shown. Here in the case of an unspecified

chiral tube, the reciprocal lattice vectors of the nanotube unit cell in Cartesian

coordinates are given by equations (7) and (8) The Brillouin zone depicted in

figure 15 is the rectangle which has the area spanned by the two reciprocal
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* x

Figure 15: The real space vectors defining the nanotube (left) and the
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lattice vectors. The larger the area of the nanotube unit cell gets the smaller the

to the reciprocal length of the unit vectors. In the chiral case even for small

values of n and m, the area of the real space carbon nanotube unit cell becomes

large and thereby reducing the 2D Brillouin of the nanotube unit cell.

Boundary Condition

When the nanotube 2D unit cell is folded to a cylinder only a discrete

set of wave-vectors along the reciprocal vector Ki in the reciprocal space are

allowed [123]. This results in a number of quantization lines in the reciprocal

ky). The condition on kx and

ky is dependent

coordinate system. Hence we first derive it generally. The expression derived

can then be used with another choice than ours. The periodic boundary

condition is a result of the required periodicity along the circumference of the

Bloch wave-function express as [124]

K* + CA) = ^(x)'

where i//(x) is the bloch wave function of the graphene sheet and x is along the

circumference. This gives rise to the following equation [124]

(ID

wave-vector and i an integer. Restrictions are later made on i. We write the

54

on the choice of real space lattice vectors and the choice of

area of the Brillouin becomes, because the reciprocal vectors are proportional

space which represent the allowed pairs of (kx,

where Cfl = na j

relation in Cartesian coordinates to express the dependence between k and k .
x y

Cf^k- 2m

+ ma? is the chiral vector defining the nanotube, k the 
£
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= 2m+ mn

(12)(nalx + mo2X)kx + (naXy + ma^ky = 2m

The last equation shows a linear dependence between kx and ky and gives the

pairs of (kx, ky), which are allowed in the reciprocal space. When the tube is

made only a subset of wave-vectors in k-space are allowed. Because of the

linear dependence we speak about quantization lines. Using the defined real

(i.e. equation (1), the relation becomes [124]2

(«

(13)

(14)

Equation (13) expresses the boundary condition and is true for all n and m.

(zigz&g nanotube). In the armchair case the quantization condition is [124]

articles. It is worth a remark that the (n, ri) and (n ,0) nanotubes are not in the

same symmetry area i.e. between the 30 degrees. It is more obvious to look at

the (n ,0) zigzag nanotubes, which are equivalent to the (n,-ri) tubes, together

^3a
"T~

4m n-m
J3a(n + m) 43(n + m)

 4m _ 2m 
y/3a(n 4- ri) y/lan

with the (n ,ri) armchair nanotubes. They are defining a symmetry area, where
55

a\x
a

< k

space lattice vectors a} and a

4?>a+ m-----
2

kx

■)ky =2m-(n^ + m(~))kx

2tii which corresponds to horizontal lines, while the lines are vertical kx =---- in
an

ky

ky

A,

n-m , 
------ i=^kr

J3

the zigzag case. These two cases are often used as illustrative examples in

Two particular simple cases appear for n = m (armchair nanotube) and n = 0

Z W ^i 
(n + m)ky
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all nanotube can be constructed. In the following we will use equation (14)

Two different nanotubes

allowed pairs of wave-vectors according to the periodic boundary condition

and the rectangle is the 2D Brillouin zone of the nanotube unit cell.

Only the lines near the Brillouin zone of the graphene sheet are depicted. The

projection on Ch of length 2tt times an integer as in equation (3).

This is exactly the reciprocal lattice vector The edge of the Brillouin zone

of the nanotube unit cell parallel to the quantization lines is half the distance of

the vector Kj. The vector K2 is along the lines perpendicular to Kj and defines

the edge of the Brillouin zone of the nanotube unit cell in that direction. The

angle between the lines and the fcc-axis is determined by equation (14)

In the (9,0) zigzag case the slope of the lines is

angle to the £x-axes of -30 degrees as in figure 16 (a)). The (5,5) armchair has

, which is a constant. Thus the horizontal lines in figure 16 (b)

 

A

56

2ni 
5y[3a

jkMUM

—i , which is a line with an 
V3

(a) (9,0) zigzag (b) (5,5) armchair

Figure 16: The 2D Brillouin zone of the carbon nanotube unit cell and 

Brillouin zone of the graphene sheet [124, 126]

are shown at figure 16. The dashed lines are the

2?r
spacing between the lines is —, because the allowed wave-vectors k are the

ky
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The 2D Brillouin zone of the carbon nanotube unit cell (blue rectangular)

compared with the Brillouin zone of the graphene sheet is shown in figure 16.

The dashed lines represent the allowed values of kx and ky. Only one line

crosses the Brillouin in zone of the tubes unit cell.

The ID Brillouin Zone of The Nanotube

By using the periodic boundary conditions in the circumferential

direction imposed by chiral vector C/t, the wave-vector ^associated with the

Ch direction becomes quantized in a CNT, while the wave vector ^associated

with the direction of the translational vector T along the nanotube axis remains

continuous for a nanotube of infinite length. The quantization conditions

imposed on the circumference vector give a quantization of the reciprocal

vector iK] (i = 0, 1,..,N-1). The momentum vector along the tube length K2 is

continuous n the range of (-rc/T, k/T) for an infinitely long nanotube. This gives

rise to a set of k vectors that are parallel to T. These k vectors will result in

cross-sections of the graphene electron dispersion. These cross sections result

in the appearance of various subbands in a CNT. The band structure is obtained

for a Ch= (4, 2) chiral nanotube. The wave-vectors of a carbon nanotube are

indicated by the parallel lines since is discrete and K2 is continuous. The

length of all the parallel lines is 2tt/T which is the length of the one

dimensional first Brillouin zone. Thus, the set of one dimensional (ID) energy

dispersion relations of a carbon nanotube is made up of slices of the 2D energy

band structure of graphite [85] . The reciprocal lattice structure of 2D graphite,

and how the carbon nanotube fits into that structure is as shown below.
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along the vector. Figure 17 a shows the reciprocal lattice vectors, <zand Kp
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r M

Figure 17: (a) The reciprocal lattice vectors, Kiand K2, for a Ch= (4,2) chiral

nanotube [23]

(4,2)

are reciprocal lattice vectors

corresponding to Chand T, respectively. The line segment WW\ which is

[23]. In this figure, each hexagon represents a Brillouin zone of 2D graphite.

The Brillouin zone represents a line of reciprocal vector K2. The first, and some

of the extended Brillouin zones of the nanotube are shown in figure 17(a). The

reciprocal lattice vectors of the 2D graphite are ^and Z>2, while /Gand K2 are

carbon nanotube. Points T, M, K, and K’ are points of high symmetry in the
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respectively. The line segment WW’ represents the first Brillouin zone of a

*>1

Figure 17 (a): shows the reciprocal lattice vectors, A'/and for a Ch

chiral nanotube. The vectors K} and K2

corresponds to Ch =(4,2) ,T= (4, -5), Kp= (5Z>r + 4Z>2)/28, Kr= (4br2b2)/28

the reciprocal nanotube lattice vectors corresponding to Ch and k,

parallel to Kv represents the Brillouin zone of the nanotube. The figure
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Brillouin zone of 2D graphite. This figure shows the nature of the quantization

of the wave vectors of a carbon nanotube in the form of a series of parallel

Brillouin zones. Total number of Brillouin zones equals number of hexagons in

tube's unit cell. Hence the transition from the 2D graphene to the ID SWCNT

results in a reduction of real and reciprocal space. These N distinct wave -

vectors result in N pairs of ID energy dispersion relations for the carbon

nanotube.

Figure 17 (b): illustrates the condition for obtaining metallic versus

semiconducting CNTs. The condition for obtaining a metallic energy band is

that the ratio of the length of the vector YK to that of Kr as in figure 17 (b) is

an integer [23].

Ky

M

KW

oM

A k„

Figure 17: (b) The condition for metallic energy bands: if the ratio of the

length of the vector YK to that of Kiis an integer, metallic energy bands are

obtained [23]
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In general, the vector YK is given by [23]

(15)YK —

If the vector YK is

line intersecting the graphene K point. This is because, in the extended zone

scheme, CNT band lines are spaced |A/| apart. However a case in which YK is a

CNT will be semiconducting. That is, if none of the Brillouin zones are passing

through the K points of graphene inverse lattice unit cell, thus the tube is

semiconducting. The condition for metallic nanotubes is that (2n+m) or

equivalently (n-m) is a multiple of 3. In particular, the armchair nanotubes

denoted by (n, ri) are always metallic, and the zigzag nanotubes (h, 0) are only

metallic when n is a multiple of 3.

Energy Dispersion and Density of Electronic States in Carbon Nanotubes

The energy dispersion and density of electronic states in carbon

nanotube are briefly reviewed under the following:

Typical energy dispersion relations for metal, semiconductor andi.

semimetal

Graphene sheet energy dispersion relationii.

Energy dispersion relation of the ID nanotubeiii.

Density of states (DOS)iv.

The most useful books and journal articles found to be vital for this review are

cited accordingly.

60

(2n + m)Ki
3

an integer multiple of vector Ki, we will have a CNT band

non-integer multiple of K} does not correspond to a CNT band line, and the
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Typical Energy Dispersion Relations for Metal, Semiconductor and

Semimetal

Before starting with the band structure of graphene, we would briefly

mention the principal band structures of solids. One could distinguish between

metals, semiconductors, insulators, and semi-metals. Important for this

differentiation is whether the Fermi level (£>) lies in the conduction band, the

valence band, or within a band gap [128]. The Fermi level is defined as the

energy at which the probability of occupation of the electron states is 1/2. In

solids, the valence band is the band with the highest range of electron energies

where the electrons are present at zero temperature (OK) [128]. In contrast, the

conduction band is the band in which the electrons are free to be accelerated

under the influence of an applied electric field. It is, therefore, located at higher

energies than the valence band. Both bands are separated by a band gap Eg. A

metal is characterized by the position of the Fermi level within the conduction

band, which is, therefore, also the valence band. Metals conduct electricity

easily because there are so many electrons with easy access to adjacent

conduction states. A semiconductor, in contrast to a metal, is characterized by a

finite band gap between a filled valence and an empty conduction band at OK.

In an undoped (intrinsic) semiconductor the Fermi level lies in the middle of

the band gap in figure 18(b). An excitation of the electrons in the valence band

is necessary to transfer them into the conduction band and to allow electronic

transport in a semiconductor. Therefore, in semiconductors, electrons need an

energy boost from light or electric field to jump the gap to the first available

conduction state as shown in figure 18(b) .The amount of energy needed

depends on the separation between the two levels. Doping the semiconductor
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will shift the Fermi level either towards the valence band or towards the

conduction band, making the semiconductor p-type or n-type, respectively. In a

p-type semiconductor holes are the majority carriers and electrons the minority

carriers, whereas in an n-type semiconductor it is vice versa. If the band gap

becomes too large one obtains an insulator, where excitations of electrons into

the conduction band become very unlikely.

A particular case is a semi-metal, which is neither a distinct metal

nor a real semiconductor. In a semi-metal the Fermi level is degenerated to a

single point - the Fermi point (K-point) in figure 18(c). The valence band of a

semi-metal is almost completely filled whereas the conduction band is almost

completely empty. The graphite is a semimetal that just barely conducts,

because without the external boosts such as external electric field or light, only

(b)(a)

E

semimetalsemiconductormetal

Figure 18: Simplified band structures of a (a) metal, (b) semiconductor and (c)

a semi-metal [128, 129]
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a few electrons can access the narrow path to a conduction band.
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Electrical properties of a material depend on the separation between the

collection of energy states that are filled by electrons (below Fermi level) and

the additional “conduction” states that are empty and available for electrons to

hop into (above Fermi level). The Fermi level Ef in a metal lies within the

semiconductor within the band gap Eg

between valence and conduction bands. In a semi-metal the valence and

conduction bands touch at a point called the Fermi point. The axis kx and ky

define the vectors in reciprocal space.

Graphene Sheet Energy Dispersion Relation

Before we are able to find the energy dispersion relation of the carbon

nanotube, we need the energy dispersion relation of the graphene sheet. To

determine the energy band structure of carbon nanotubes, it is convenient to

start by calculating the energy band structure of a graphite sheet by the tight-

binding approximation [130, 131] and then to superimpose the periodic

boundary conditions of nanotubes along the circumferential direction. The

theoretical calculation of graphitic electronic structure was pioneered by

Wallace as early as 1947 [132]. In order to characterize the binding within the

approximation, the electronic structure is calculated by separating the

interaction within each basal plane (covalent) from in-plane interactions (van

der Waals). Such a separation is justified due to the weak interaction that exists

between graphene sheets. The unit cell in real space of graphene contains two

carbon atoms as shown in figure 13(a). Each carbon atom in the graphene sheet

has four valence electrons. The first three electrons form a strong sp2 o-bond
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conduction band, whereas in a

basal planes, he used a “tight-binding approximation”. With this
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with its three nearest neighbours which are in the same plane with angles of

120° and are at energies -2.5 eV which lie far below the Fermi level and do not

contribute to the electrical conduction. The fourth valence electron, however, is

located in the

graphene sheet, which is slightly below the Fermi Level; therefore, this

electron is predicted to control electrical conduction and transport properties.

This corresponds to the valence band of the energy diagram. The anti-bonding

ic orbital (zr* orbital) is slightly above the Fermi level, which corresponds to the

conduction band in an energy diagram shown in figure 19. Hence, the

electronic properties of graphene and carbon nanotubes are well described

taking into account the energy dispersion of the ^--electrons only [133-135].

3-

2-

1-

-2-

-3-

64

E/yfl o
-I-

Two “Fermi Cones" 
at zone boundary

*K

Fermi Energy

EF

71*

Ti orbital which lobes is perpendicular to the plane of the

akx cky
Figure 19 : Energy band structure of the graphene layer [23]
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The energy dispersion relation for the n -electrons of the graphene sheet

can be calculated in a tight-binding approximation yielding a bonding (-) and

anti-bonding (+) energy band given by [132] :

2 (16)1 + 4 cos

where yo~3.0eV is the energy overlap integral between nearest neighbours and

resulting from bonding and anti-bonding states between the two atoms in the

unit cell. Figure 20 (a) shows a three-dimensional plot of the energy dispersion

E(kx, ky), as follows from equation 16. The conduction and valence bands

touch and are degenerate at six K points; these six points define the vertices of

the first Brillouin zone, as shown in figure 20 (b). That is the vanishing energy

gaps at six points coincide with the comers of the hexagonal Brillouin zone.

The Fermi surface is thus reduced to six points, two of which, the K and K’

points, are inequivalent , where the conduction and valence bands meet or

where the anti-bonding and bonding bands touch . At OK, the lower bonding

bands are completely filled and the upper bands are empty, so graphite is

classified as a zero-gap semiconductor.
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i

2
x 7

E(£ ,k ) = ±y 
x y o

a = 0.246 nm is the in - plane lattice constant. This equation yields two bands

[k a'
cos +4 cos

2

(J~3k
_____X

2
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Conduction

(a) (b)

K

Figure 20: (a) A graph of the energy E(kx, ky ) of valence and conduction

states in graphene and (b) the hexagonal Brillouin zone of grapheme [23]

Figure 20(a) shows Energy dispersion for graphite. The three-dimensional

graph of the energy E(kx, ky ) of valence and conduction states in graphene

plotted as a function of wave-vector k is shown in figure 20(a).The hexagonal

Brillouin zone of graphene with energy contours schematically drawn for the

bonding band is also shown in figure 20(b). The Fermi level is reduced to the

six comer points, indicated by black dots.

The 7T and k* bands touch at the K points. Because there are two

band (conducting band) is empty. The valence and conduction states meet at

singular points in k-space called K points. Dispersion around these points is

conical. The Fermi energy EF is reduced to six points where the bonding and

antibonding bands touch [118] . Energy contours for the bonding band are

drawn in the first Brillouin zone in figure 20(b). The antibonding band is

similar. Also indicated are the gapless Fermi points at the comers by black
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ef...

electrons in the unit cell, the n band (valence band) is completely filled and tt*
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dots. Two of these are inequivalent, K and 7C; the others can be obtained by

lattice transformations along bi and ^2. The energy dispersion in the vicinity of

these points is approximately radially symmetric within the kx, ky plane.

Equation (16) can be simplified in these regions to

Energy dispersion for 2D graphene where Tiand^r* bands touch at the K points

and the hexagonal Brillouin zone of 2D graphene is illustrated in figure 21.

K point

Figure 21: The graphene band structure near Ef showing Brillouin zone and

zero-gap points [139]

Figure 21 shows the graphene band structure near E?. The cones represent the

7T and tc* electronic bands near the Fermi level, touching in the comers of the

hexagonal Brillouin zone and the black dots called K-points are zero-gap
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E-EF=—ay0|k-kF| [136-138] 
2
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points. The bands touch at the comers of the Brillouin zone and form ’cones’

above and below the Fermi level. They can be described by [139]

E(k) = EF ±h.vF\k-kF\

6where kF is the momentum at a K point and vF = |v(k)| = | h

Fermi level [140]. The states at the K points can be visualized very easily.

In figure 22 (a) the six momenta belonging to the K points are

retransferred into the real lattice from reciprocal lattice space as shown in

figure 22(b). They correspond to a motion along the ’zigzag’ directions in the

graphene lattice as in figure 22(a). This is reasonable, as the zigzag directions

offer the most direct path for current transport if transport is imagined as

moving an electron from bond to bond.

(b)

Figure 22: The momenta of the K points in the reciprocal lattice (b) which

correspond to a motion along the ’zigzag’ directions in the graphene sheet (a)

[139]
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dE/dk| «10

m/s. This description holds for a range of several hundred meV around the
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Figure 23: (a) Band structure of graphene along several lines in the Brillouin

zone [139]

K

Mr

Figure 23: (b) Sketch of f, M, and K which are points of high symmetry in

the First Brillouin zone of 2D graphite [23]
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Figure 23(a) shows band structure of graphene along several lines in the

forming the in-plane bonds. The n and 7T bands (emphasized) result from the

delocalized p orbitals. Since every carbon atom supplies one electron in its p

orbital, the bonding rc band is completely filled, while the antibonding 7c*band

is completely empty. These electronic bands touch each other at the K point

that is in the comers of the Brillouin zone and thus the Fermi level is pinned

there, making graphene a zero gap semiconductor [139].

Energy Dispersion Relation of The ID Nanotube

The folding of the graphene layer to form a CNT introduces an

additional level of quantization due to the confinement of electrons around the

circumference of the nanotube [142]. The component of the wave-vector k is

constrained by imposing the periodic boundary or quantization condition

Ch-k = 27ti (i = 0, 1, 2...) along the circumferential direction as shown in

equation (2.11). Thus, in going from a 2D graphene sheet to a ID CNT, each

graphene band is split into a number of ID subbands indexed by i. The number

of available energy modes in the circumferential direction is quantized. The

electrons are only free to move in an axial direction. This quantization along

the circumferential direction gives rise to discrete numbers of parallel

equidistant lines in the direction of the tube axis, representing the allowed k

modes in the reciprocal space of the grapheme [139].

70

Brillouin zone [141] . The o and bands are derived from the sp2 hybrid orbitals
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I

i

1=0
k1

Figure 24: The lines which mark the momenta which are allowed states in the

nanotube according to quantization condition in equation (11) [139]

In figure 24, the dashed lines cutting through the Brillouin zone in the

reciprocal lattice mark the momenta which are allowed states in the nanotube

according to quantization condition in equation (11). The dashed lines mark the

momenta which satisfy the quantization condition and are thus allowed states

in this special nanotube. The only degree of freedom for the electronic

circumference is quantized.
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4 •

5

Figure 25: The graphene band structure near EF together with the quantization

condition marked by dashed lines in the Brillouin zone [129]

Figure 25 shows the graphene band structure near Ep, together with the

quantization condition marked by dashed lines in the Brillouin zone.
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figure, the quantization lines miss the K points and a finite energy gap between

the subbands results.

semiconducting and metallic tubes when applied to the graphene band

structure. If the quantization lines include the K points, the tube is metallic (i.e.

there are allowed states at the Fermi level), while if the quantization misses

these points, an energy gap between the subbands results. As can be seen, the

closer the quantization is to the K points, the smaller the energy gap will be.

When the diameter of the tube is increased, the interval between quantization

lines for different subbands i shrink and the lines draw closer to the K points,

For a metallic tube, this distance is zero, at least for one sub band-K point

combination.

73

so the gap decreases. Using the quantization condition in equation (16) , one

can compute how close (or how far) the K points are missed by the subbands.

The resulting subbands in the tc and n’bands (cones) are marked by the dotted 

lines. The upper figure shows a situation , where the K points are included in 

one of the quantization lines (i=0 and i=±3), hence the belonging subbands are 

touching (or crossing) at the Fermi level and the tube is metallic. In the lower

It further shows how the quantization condition results in
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6k:

•Ak,'

Figure 26: The quantization lines in the reciprocal lattice are spaced by

Ak = 2ju/| Ch | and miss the K points by at least 5k = 1/3.Ak. [139]

For the semiconducting tubes the minimum distance between a subband and a

where A£ is the separation of the quantization lines in the reciprocal space.

Due to the linear dispersion relation around the K points, the energy gap for

the semiconducting tubes turns out to be [139]

(17)

The gap energy scales inversely with the diameter d of the tube. Figure 27

visualizes the dependence of the gap energy on the tube diameter.

74

1 
= --A.

4 h £gap = 2h vrfk=-h ---vF

1 2n
K point as shown in figure 26 turns out to be 8k — — . j-

• i=-2 • ■; ; ; 
i=-3 j=_. i=0 ■ i=2 /

1 1 i=3
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Figure 27: Gap energies for tubes of different diameters [139]

3i), hence

they have zero energy gap. The gaps of the other two thirds of the tubes

decrease with increasing diameter according to equation (17) . Each

quantization line corresponds to a one-dimensional channel for conduction

condition is n VJfca = 2ni (i = 0; 1; 2... n) and the allowed k-lines run in the

(vertical) ky direction. For zigzag nanotubes the condition nkya = 2ra (i = 0; 1;

2... n) applies and the allowed k-lines are in the (horizontal) kx direction. The

+ 4 cos2 (18)cos

75

I 

1.0
I

0.5

i

2

dispersion relations for armchair and zigzag nanotubes can be obtained by 

inserting these quantization conditions in equation 16, to yield [145].

711 

n J

&a.
©

LU

' k a' 
y

2
'k aA 

y

2

One third of the tubes are metallic (the ones fulfilling n-m

0 L
0

E (k ) = ±Ya l + 4cos — armchairk y o n

along the nanotube. In the case of an armchair nanotube the quantization
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l + 4cos (19)

where a — 4~3a

3 1.0

-55^.
■-s

2=.
0.5

1

-1
-0.5

-2

-1.0

(b)(a)

of (14,7) [23]

76

i

2

Band structures of typical metallic and semiconducting carbon nanotubes, 

which have similar diameters of ~1.3 nm are plotted in figure 28 (a) and (b).

Figure 28: The band structure of (a) a metallic nanotube with chirality of 

(10, 10 ) and (b) atypical semiconducting nanotube with chirality

-3

c-c is the lattice constant.

E zigzag ^X)-±Y o I to I a 4 TCi cos| — +4 cos21 — 
n

0.0 -

43k 4
X

2
\ 7
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calculated by [146] D(£) = (20)

to the diameter of the tube [147].

(21)

It is clear from equation 20 that the density of states becomes infinity at the

points where the energy dispersion relation becomes flat as a function of k.

at both the energy minima

Hove singularities.

for the semi-conducting tubes. The differencesmagnitude of the band gap

77

dispersion near the fermi energy is linear [132] , the density of states of 

metallic nanotubes is constant at the Fermi energy and is inversely proportional

and maxima (±E0) of the dispersion relations for carbon nanotubes. These are

1
dE^(k) 

dk

One dimensional van Hove singularities (vHs) appear in the density of states,

2 2 -1/2which are known to be proportional to (E - Eq )

-S(Er(k)-E)dE

where the summation is taken for the N conduction (+) and valence (-) ID 

bands. T is the magnitude of the translation vector T shown in figure 11 and 

Ei (k) is the ID energy dispersion relations of a CNT. Since the energy

a

dt o

T N

Density of States (DOS)

The ID density of states (DOS) in units of (states/C-atom)/eV is

important for determining many solid state properties of carbon nanotubes, 

such as the spectroscopy studies of SWCNTs with scanning tunnelling 

microscope and optical absorption. The DOS of typical metallic nanotube 

(10,10) and nanotube semiconducting (14, 7) can be numerically calculated this 

way as clearly shown in figure 29 (a) and (b), respectively, as well as, the van 

The vHs are the peaks which can be used to determine the
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between the

En (dt) = 6acWo /d, and (d,) = 2ac_c7o / d. (22)

respectively. Around a K point, the energy gap approximately has a linear

dependence on k = |A| measured from K point. Within the small k

approximation, we can derive the energy difference of the first pair of van

Hove singularities in the 1-dimensional DOS for metallic and semiconducting

nanotubes as shown in equation (22)

/1/ i

3-3

40

JI;
I

■Ii,,y

0
•3

78

i

-2

I

-1
i

1

i

1
(
2

Figure 29: The density of states for (a) typical metallic nanotube (10, 10) (b) 

typical semiconducting nanotube (14, 7) [149]

J V

J 
d

L

highest-lying valence band singularity and the lowest-lying 

conduction-band singularity in the ID electronic density of states have been 

calculated by Mintmire and White [138], and White and Todorov [148] and are 

given by

50

40

1»
o 20
O

10

0
0

(a)

I

V

Jl 
•1 0

(b)

30 - 
s 

f 20- 
2
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where the superscript M and S denotes metallic and semiconducting,
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Figure 30: The 
metallic (top) and a

-3 
jt/Tsa

1U

.e
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111

energy band diagram (left) and density of states (right) for a 
semiconducting (bottom) nanotube [23]

■^^EsubEF

Figure 29 shows the density of states for (a) typical metallic nanotube 

(10, 10) (b) typical semiconducting nanotube (14, 7). For the semiconducting 

nanotube, the gap between the first pair of van Hove singularities is half of that 

of the metallic nanotube, which has a similar diameter. For the semiconducting 

tube the DOS is zero at the Fermi level. For all nanotubes, vHs arise at each 

band edge due to the low dimensionality of the material [149].

3 
(10?0)

2

© University of Cape Coast     https://ir.ucc.edu.gh/xmlui

Digitized by Sam Jonah Library



shows two normalized energy dispersion

E/y0 against k that follow from equations (18) and (19) for

(10, 0) nanotube and the density of states corresponding to

metallic and

calculated with equations (18) and (19) for a (5,5) and (10,0)nanotube

respectively. The energy is divided by the energy overlap integral yo. In the

density of states (DOS) diagrams, a series of sharp peaks appear which are the

the Fermi level are indicated for the metallic and the semiconducting case by

AEsub and AEgap respectively.

The right figure of figure 34 schematically shows the density of states

(DOS) that can be derived from the energy dispersion diagrams shown in the

left figure. The linear crossing energy bands near the Fermi level yield a small

constant DOS for the armchair nanotube. At energies away from the Fermi

energy, the next subbands lead to van Hove singularities at the onset due to the

than for achiral nanotubes. It has been argued that a large number of subbands

and therefore also many singularities in the DOS may be expected [150].

80

Hove singularities. In this case however, there is an energy gap AEgap. For 

chiral nanotubes, the unit cell TxCh is typically an order of magnitude larger

subband onsets. The energy differences between the first two singularities near

first singularities above and below the Fermi level is here defined as AEsub. 

The DOS for a semiconducting nanotube also consists of a series of sharp Van

a ( 5, 5) and a

one-dimensional nature of the subbands. The energy separation between the

The kx; ky of figure 30 (Left) 

diagrams plotted as

semiconducting nanotubes respectively. This figure shows the

energy band diagram (left) and density of states (right) for a metallic (top) and

a semiconducting (bottom) nano tube. The energy dispersion diagrams are

However, it has been found that near the Fermi level a universal DOS exists
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nanotube with the same diameter is therefore similar to that of a zigzag or an

armchair nanotube.

Figure 31 shows: approximately one-dimensional energy dispersion

relations and corresponding density of states for (a) metallic carbon nanotubes

and (b) semiconducting carbon nanotubes respectively. The number of

subbands depends on the chiral vector. The energy at the Fermi level is zero.

k

-1
(a)

-2J

1-

k

-1

(b)

one-dimensional energy dispersion of carbon

81

that scales with diameter and depends, to first order, only on the metallic or 

semiconducting character of

E/Eq 
2i

Figure 31: Approximate

nanotubes (left) and corresponding density-of-states (right) [23]

a nanotube [136-138]. The DOS for a chiral

11 id

*"1d
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(b) (5,0) Zigzag Tube Semiconductor

❖

2 33 J

Armchair tube (5,5)

(8,0)
metal

(7,1)
i

82

i
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1
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There are two kinds of nanotubes: metallic and semiconducting one. A tube is 

metallic, if 2n+m is a multiple of three.

(5,5) armchair metallic and (b) a (5,0) zigzag semiconducting 

nanotube, along with their associated density of states (DOS).

(a) (5,5) Armchair Tube Metal

DOS DOS

Figure 32: (a) (5,5) Armchair metallic and (b) (5,0) Zigzag semiconducting 

nanotube, along with their associated density of states (DOS) [23]
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Figure 32 shows allowed ID states as cuts of the graphene Brillouin
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Figure 33: The DOS for metallic and semiconducting nanotubes using the 

tight binding k-space approach [23]
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energy (characteristic of

semiconducting behaviour caused by the energy

figure 33. The (8,0) zigzag tube is a large-gap semiconductor, the (7,1) chiral

tube has a tiny gap and will behave as a metal at room temperature. The spikes

shown in the DOS of the tubules are called Van Hove singularities and are the

result of the one dimensional quantum conduction, which is not present in an

infinite graphite crystal. We

Ey (located at E = 0) is different for metallic and semiconducting nanotubes.

The density of states at E? has a value of zero for semiconducting nanotubes,

but is non-zero (and small) for metallic nanotubes. The condition for a (n,m)

carbon nanotube to be metallic is that m- n be a multiple of three[133 ]. An

and its chiral angle. Also of great interest are the singularities in the ID density

of states, corresponding to extrema in the 7T(k) relations.
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equivalent condition is that 2n + m be a multiple of three[135]. Thus, a carbon 

nanotube can be either metallic or semiconducting, depending on its diameter

Density of states (DOS) exhibiting the valence (negative values), the 

conduction band (positive values) and the Fermi energy (centred at OeV) for (a) 

a metallic armchair (5,5) tube, which shows electronic states at the Fermi

valence and conduction band (characteristic of semiconductors)are shown in

see that the density of states near the Fermi level

gap located between the

a metal); (b) a zigzag tube (7,0) revealing
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Figure 34 shows electronic ID density of states per unit cell of a 2D graphene

sheet for two (n,0) zigzag nanotubes. The (10,0) nanotube which has

semiconducting behaviour is shown in figure 34 (a) and the (9,0) nanotube

which has metallic behaviour is shown in figure 34(b). Also shown in the

figure is the density of states for a 2D graphene sheet (dotted curve) [133]. Due

to the large length-to-diameter ratio for the nanotubes, the electron motion is

normally confined to the tube axis, and therefore, for small diameter nanotubes,

the one-dimensional (ID) density of electronic states exhibits sharp

singularities below and above the Fermi level £>as shown in figure 34.
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Figure 34: Electronic ID density of states per unit cell of a 2D graphene sheet 

for two (n,0) zigzag nanotubes [150]
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Benefits of Carbon Nanotubes

Now the review of fundamentals of carbon nanotube ends after

considering some benefits of carbon nanotubes. These quasi-one dimensional

allotrope of carbon are subject of many theoretical [135, 151-155] and

experimental [126,156-163] studies. Carbon based nanostructure materials

exhibit unique mechanical, electrical, and optical characteristics [164]. It is a

material with extraordinary properties and with a wide variety of possible

applications [23, 70, 165]. A few applications of carbon nanotubes (CNTs)

range from quantum wire interconnects [166] , diodes and transistors for

computing [167] , to high power electrochemical capacitors [168] , data

terahertz oscillators[172].

Quantum Wire Interconnects

which pass current between the transistors and are oriented both vertically and

horizontally as shown in figure 35.

FET

a
Figure 35: Schematic of vertical and horizontal interconnects in an

integrated circuit [173]
85

horizontal 
interconnect. 
Wire ~

vertical 
interconnect,
Via —

! i

Robertson J., et al., [173] defined interconnects as the metal wires

storage devices[169], field emitters for flat panel displays [170 ,171] and
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According to Naeemi A. et al., [174], as the conventional copper interconnect

feature sizes shrink, the surface roughness [175] as well as its resistivity

increases due to surface and grain boundary scatterings. Furthermore, wires

especially power and ground lines are becoming more and more vulnerable to

electromigration because of rapid increases in cunent densities [176]. In

contrast, carbon nanotubes exhibit ballistic flow of electrons with electron

capable of conducting very large

current densities [177]. Carbon nanotubes

candidates for power and signal interconnection [178,179]. In a journal article

by Noemi A. et al., [174] , the performances of copper wires and nanotube

interconnects are compared. The results offer important guidance regarding the

nature of carbon nanotube technology development needed for improving

interconnect performance.

Robertson J. et al., [173] state reasons why carbon nanotube technology

development is needed for improving interconnect performance as follows.

There is a need at the 22 nm node and beyond to consider replacing Copper as

before it could fail due to electromigration [173] as shown in figure 36.

86

are therefore proposed as potential

mean free paths of several microns and are

the interconnect. First, the current density carried by the interconnects will

exceed the maximum current density of 6.0 x 106 A/cm2 that copper can carry
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Figure 36: Current density as a function of year and technology node in

the ITRS roadmap [173]

Carbon nanotubes (CNTs) are the only material (except graphene) which can

Q *7carry a much higher current density up to ~10 A/cm before failure [180,181] .

The second reason is time delays in the integrated circuit. As dimensions have

shrunk, the time delay is no longer dominated by the switching time constant of

the transistor but to the RC time constant of the interconnect, due to the

interconnect resistance R and its capacitance to the surroundings C as in figure

37.
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node [173]

Long nanotubes can have lower resistances, which cuts down the RC time

constant for long interconnects [173]. A third reason for possibly using

nanotubes is the aspect ratio. It is difficult to make copper interconnects which

have a large aspect ratio for putting into deep vertical holes [173]. Here, the

interconnect (or Via) is not limited by its current density or resistance, just by

its manufacturability. Despite these three advantages of carbon nanotubes, their

The resistance of a nanotube-based interconnect must be comparable or

lower than that of the copper equivalent. Now, the resistivity of a copper wire

increases as its diameter gets smaller, because of side-wall scattering, as shown

in figure 38.

88

0 
700

use as interconnects is not trivial, because of quantum effects [173].
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Figure 37: Time delays in integrated circuits as a function of technology
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Figure 38: Copper resistivity vs. interconnects line-width [173]

This is equivalent to the copper wire becoming more like a one-dimensional

proportion. The conductivity of a one-dimensional conductor like a carbon

nanotube is limited by one quantum of conductance G0/conducting channel.

For nanotubes, there are two conducting channels/wall of the nanotube [173].

The factor two arises because in the band structure of any metallic nanotube

wall, there are two bands that cross the Fermi level. The quantum of

conductance appears as a series resistance in the overall equivalent circuit.

Nanotubes are well known for having a ballistic conductance, which enhances

their conductance at moderate lengths, but the quantum conductance limits

their resistance at short lengths. Thus, the overall resistance of a nanotube

interconnect is given by [173]

(23)
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conductor, bulk scattering continues, but side-wall scattering increases as a
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incremental resistivity/unit length of the nanotube, L is its length, and n is the

number of walls in the interconnect . Clearly, in order to minimize the

resistance of the interconnect and make it less than the Cu equivalent, the

objective is to maximize the number of walls in the interconnect space.

There are two possibilities for nanotube interconnects to maximize n, use one

single walled nanotubes (SWCNTs). MWCNTs are always metallic because

they always have

MWCNTs is that only the outer wall tends to carry current, unless the inner

walls are properly contacted, and current is forced down them. On the other

hand, SWCNTs can be either semiconducting or metallic, and it is essential

that the fraction of metallic SWCNTs is maximized.

Also the applicability of carbon nanotube bundles as interconnects of

the future has been analyzed by Naeemi A. et al., [174] while taking into

account the practical limitations of this emerging technology. The performance

of CNT-bundle interconnects has been compared to that of copper

interconnects of future technology generations and their applicability at

different metal tiers in a VLSI design is studied [174]. At the local

interconnect level, CNT-bundles with imperfect contacts do not give much

performance improvement. It is also shown that there exists an optimal density

less than the maximum packing density of CNT bundles at which the

interconnect propagation delay is minimum [174], This is a useful finding in

light of the fact that CNT-bundles fabricated till date do not have a very high

density [177] and all the CNTs in a bundle may not have metallic nature.
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one wall which is metallic. However, the problem with

or more multi-walled nanotubes (MWCNTs) or use a very high density of
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Although this fact can be advantageous to the use of CNTs as interconnects,

with technology scaling, it becomes imperative to also reduce the additional

resistance associated with imperfect metal-nanotube contacts. In the case of

long intermediate and global interconnects, densely packed CNT bundle

interconnects show significant improvement in performance as compared to

copper interconnects, in spite of imperfect metal-nanotube contacts [174, 182].

Diodes and Transistors

Diodes

Liu Chang-Hua et al., [183], demonstrate a fully tunable diode structure

utilizing a fully suspended single-walled carbon nanotube (SWCNT) which

incorporates several types of junction diodes within single device architecture

by simply controlling gate voltages. Figure 39 illustrates the schematic of our

fully suspended SWCNT p-n diode device.

Figure 39: The schematic of our fully suspended SWCNT p-n diode device [183]
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The device substrate is with pre-patterned cathode, anode, and two bottom split

gate electrodes Vgi and Vg2. The electrostatic doping of the nanotube is achieved

by controlling the two bottom split gate voltages, Vgi and Vg2. The diode’s turn

on voltage under forward bias can be continuously tuned up to 4.3 V by

controlling gate voltages, which is 6 times the nanotube bandgap energy.

Furthermore, the same device design can be configured into a backward diode by

tuning the band-to-band tunneling current with gate voltages. A nanotube

backward diode is demonstrated for the first time with nonlinearity exceeding the

ideal diode. These results suggest that a tunable nanotube diode can be a unique

building block for developing next generation programmable nanoelectronic logic

and integrated circuits [183].

Integrated nanoelectronics [184] of the coming generation can benefit from

actively tunable device components, where a single device can be programmed to

embody different device concepts to achieve high packing density, diverse

functionality, and low power consumption. However, electronic characteristics of

conventional devices are pre-determined by material properties such as bandgap

energy, doping level, metal-semiconductor interfaces, etc, and active tuning of

individual device remains extremely challenging. For instance, a conventional

diode has fixed rectification characteristics; the intrinsic doping levels across the

junction determine the built-in potential and the tum-on voltage of the diode. To

active modulate junction properties, including doping concentrations and doping

profile in bulk devices, are limited mainly by the strong screening effect and the

increasing 3-dimnesional density-of-states (DOS) with increasing energy. To this

regard, recent works address these issues by chemical or electrochemical doping

and demonstrate the concept of tunable electronics [185-187] . But these device
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structures and fabrication methodologies are difficult to be integrated with existing

CMOS platform.

SWCNTs are quasi one-dimensional structures with promising electrical

and optical properties [70, 188-189] . Because the DOS decreases with increasing

energy in one-dimension, doping concentration in carbon nanotube can be easily

modulated through electrostatic gating [190, 191] . Ideal diode behaviour has been

demonstrated on suspended SWCNTs with electrostatic p-n doping [192-194], and

efficient light emission and photocurrent generation have also been shown in

SWCNT diodes [195-197] . In addition, strong band-to-band tunneling across

nanotube Schottky junction or p-n junction [198-200] has lead to SWCNT

tunneling diodes exhibiting negative differential resistance with high peak to

valley ratio [201], However, all previous nanotube diode design can only exhibit

one specific diode concept among diverse types of junction diodes [10].

Figure 40 (a) shows I-V characteristics of a representative SWCNT diode

with split gate separation of 4 pm under different gate bias conditions. Positive Vgi

and negative Vg2 electrostatically dope nanotube sections above the split gates into

I-V curves which turn on at forward bias direction. Interestingly, when holding

Vg2 at a constant voltage of -4 V and increasing Vgi from 2 to 9 V, the rectified I-V

nonlinearity. The extracted turn-on voltages show linear dependence on the split

gate voltage Vg2 (figure 40 (b) ), with maximum value exceeding 4.3 V,

the diode characteristics under constant Vgi of 4 V and varying Vg2 from -2 to -9

V (figure 41 (a) ). As Vg2 decreases to more negative voltages, the turn-on

voltages drop from 2.6 V to 0.5 V. The extracted turn-on voltages again show
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corresponding to -6 times the bandgap voltage of the nanotube. We also studied

n and p type, respectively. The formation of the p-n junction leads to the rectified

curves shift gradually toward higher tum-on voltages while maintaining the same
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linear dependence on the amplitude of split gate voltage, -Vg2, but with a negative

slope (Figure 41 (b) 5). Importantly, the observed gate-controlled tunability and

the beyond-bandgap voltage rectification are not possible in conventional diodes

[183],
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Figure 40: (a) 2 I-V characteristics of a representative SWCNT diode with split

gate separation of 4 pm under different gate bias conditions [183]
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Figure 40: (b) The extracted turn-on voltages show linear dependence on the

split gate voltage Vg2 [183]
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Transistors

Carbon nanotubes are a new form of carbon with unique electrical and

mechanical properties. Varying the diameter of the cylinder can control the

band gap of semiconducting nanotubes. The width of the diameter of the

carbon nanotube is inversely proportional to the size of the band gap [202].

Semiconducting nanotubes

transistors (FETs) while metallic nanotubes can be used to build single-electron

transistors [203].

According to Marani et al., [204], the aggressive scaling of

Complementary metal oxide semiconductor (CMOS) led to higher and higher

integration density in microcircuits, lower power consumption and increased

performance. However, the scaling down will eventually reach its limit. As

device sizes approach the nanoscale, new opportunities arise from harnessing

(CNT) are considered as the most promising carbon nanostructures, and, in

kind of molecular device, using a carbon nanotube as channel. Today

CNTFETs are regarded as

conventional metal oxide semiconductor field-effect transistors (MOSFETs) or

similar to the MOSFETs of today. They require three terminals, source, drain,

and gate. The gate is used to control the current across the source and drain

terminal. Current is able to flow across the source and drain through a channel

when the gate is on.
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silicon transistors [205] . Carbon nanotube field-effect transistors (CNFET) are

particular, the Carbon nanotube Field Effect Transistors (CNTFETs) are a new

can be used to build molecular field-effect

an important contending device to replace

the physical and chemical properties at the nanoscale. Carbon nanotubes
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The main difference between CNTFETs and MOSFETs is that CNTFETs use

from heavily doped silicon.

Figure 42(a) shows the layout of the Carbon nanotube Field-Effect

Transistors (CNTFET) and figure 42 (b) displays its I-V characteristics.

Nanotube

Silicon Wafer

Gate Oxide

Figure 42: (a) Carbon nanotube Field-Effect Transistors

(CNTFET) [206]

The SWCNT transistors consist of a semiconducting carbon nanotube

about 1 nm in diameter bridging two closely separated metal electrodes on of

top a silicon surface coated with SiO2 [207]. Applying an electric field to the

silicon via the gate electrode turns on and off the flow of the current across the

nanotube by controlling the movement of charge carriers onto it. SWCNT or

MWCNT bridging two electrodes deposited on a 140 nm thick gate oxide films

on a doped
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Figure 42: (b) I-V characteristics for Carbon nanotube transistor [203]

Figure 42 (b) shows the schematic of the CNT device. The field effect

transistor consists of either an individual SI wafer. The Au electrodes were

generated through electron beam lithography.

The behaviour of the CNT transistors is similar to that of a p-channel

MOSFET. The 1-V characteristics of the CNTs were measured at room

temperature. Figure 42 (b) shows the 1-VSD of a device consisting of a

SWCNT with a diameter of 1.6 nm. The source-drain current decreases

strongly with increasing gate voltage indicates that the CNT device operates as

SWCNT is dominated by positive carriers [203]. The source of these carriers is

possibly from the carrier concentration inherent to the CNT or these carriers

can be the majority carriers that were injected at the gold-nanotube contacts.
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a filed effect transistor and also that the transport through semiconducting
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The carbon nanotubes have been identified as an excellent choice for

next generation of field effect transistors, which maintain the operating

principles of the conventional semiconductor transistors currently used [204]

because of the following differences : One of the difference is that carbon

nanotube is one-dimensional which greatly reduces the scattering probability

[208], As

difference is that the nanotube conducts essentially on the surface where the

chemical bonds are saturated and stable [208]. The stable bond indicates that

there is no need for careful passivation of the interface between the nanotube

channel and the gate dielectric. The MOSFET devices do not have such an

interface between the silicon/silicon dioxide interfaces. A third difference is

that the Schottky barrier at the metal-nanotube contact is the active switching

element in an intrinsic nanotube device [202]. The switching behaviour

involves mostly the contacts as oppose to the bulk of the nanotube.

Recent research at IBM produced the highest nanotubes transistors that

achieve the highestresearchersthedevicedifferent structures,

transconductance, the measure of current carrying capability, of any carbon

transistor to date [208]. This high transconductance implies that the transistors

nanotubes bypassing the need to meticulously separate metallic and

semiconducting nano tubes.

Logic circuits have been realized through the production of both n-type

and p-type CNTFETs. The n-type CNTFETs were generated by doping the p-
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a result, the devices may operate in the ballistic regime. Another

type FETs with potassium. The modification at the contacts introduces an

can operate faster. The IBM group also has produced large arrays of carbon

can output perform leading MOSFETs [208]. Through experiments with
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increase of the barrier height for hole injection, leading to an n-type CNTFET.

There is an intermediate stage in which the Fermi level is around mid-gap. This

intermediate stage leads to ambipolar behaviour of the CNTFET in which

conduction of both holes and electrons are possible, thus making it both n-type

and p-type [202]. Complementary CNTFETs are placed in circuit to operate

simple logic functions. This kind of nanotube-based circuit is the analogue to

the conventional CMOS based logic gates and has the same advantages. A

simple example of this complementary CNTFET is the bonding of two

ambipolar CNTFETs. An offset voltage between the isolated transistor back-

gates allows adjustment of the threshold of the p- and n- CNFET characteristic

so that the inversion function is optimal [202].

High power electrochemical capacitors

According to Du et al., [209], of all the challenges facing human beings

in the near future, energy related issues are likely to be the grandest. To

achieve a more sustainable society with adequate renewable energy and less

environmental pollution, more versatile, robust and efficient approaches in

electric energy storage and conversion are needed. Electric energy storage

devices (or electrochemical devices) may be broadly characterized by two

parameters namely energy density (how long the device can last) and power

density (how much of that energy

certain period of time) [209], Zhao et al., [210] stated that research efforts

have mostly be focused on two types of electrochemical devices namely

batteries and capacitors. Batteries suffer from low-power density although they
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can be delivered from the device over a

have high-energy density, whereas conventional capacitors exhibit high power
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but low-energy density [210]. Batteries have been the preferred electricity

storage device because of their portability and relative high energy density for

many applications requiring sustained power supply over a reasonable time

period [209]. However, for other applications demanding a huge power surge

unsuitable due to their slow rate of energy release. Although new technologies

such as the lithium-ion battery have been developed to improve the power

performance (high-rate capability), they are still subject to the same intrinsic

limits [209]. Supercapacitors, also called ultracapacitors or electrochemical

capacitors, are thus emerging as the promising energy sources with

exceptionally fast charge-discharge rates [209-211]. According to Halper et

al.,[211], supercapacitors are governed by the same fundamental equations as

conventional capacitors, but utilize higher surface area electrodes and thinner

dielectrics to achieve greater capacitances. This allows for energy densities

greater than those of conventional capacitors and power densities greater than

those of batteries.

Carbon nanotubes with their unique properties are a promising material

for next generation supercapacitors [209]. Specifically, the use of nanotubes to

increases the power density and

performance of supercapacitors relative to conventional dielectric capacitors [

209, 211]. For supercapacitors, attaining a high power density is always the

main goal. According to Du et al., [211], the maximum power density of a

= F(2/4/? (where Vi is the initial voltage

and R is the equivalent series resistance (ESR))[211] Thus, high power density

requires low electrical resistance of the electrode itself and the contact
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supercapacitor is given by Pmax

construct supercapacitor electrodes can

or instantaneous power release like rocket launching, batteries become
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resistance between the electrodes and current collectors. Clearly, there is a role

for carbon nanotubes to play due to their remarkable specific surface area and

electric conductivity. In addition, the unique structure of carbon nanotubes is

another advantage over conventional carbon materials. As carbon nanotubes

usually have an aspect ratio of more than 1000, they tend to entangle with each

other to form a durable and porous nanotube skeleton. Such a porous structure

formed by the open spaces between entangled nanotubes enables easy access of

the electrolyte ions to the electrode/electrolyte interface, which is crucial for

charging the electric double layer, thus exhibiting extremely small resistance of

the electrode itself. Moreover, due to the durability of the nanotube skeleton,

little or even no binder is needed, unlike conventional carbon materials [211].

The pioneering work of using carbon nanotubes for double layer

et al.,[212]., who developedcarried out by Niu,

supercapacitor electrodes with free-standing mats of MWCNTs. Unlike other

types of carbon electrodes containing micropores including slit and dead end

pores, the pores in the carbon nanotube electrode are spaces in the entangled

nanotube network, and are thus all inter-connected. Such nanotube electrodes

to the electrolyte. In contrast, in an activated carbon electrode with a surface

area of 1000 m2/g, only less than 1/3 of the surface area is available for the

formation of an ionic double layer [212]. Consequently, a power density above

8 kW/kg was obtained using these nanotube electrodes. The encouraging

extensive studies in this area. A systematic work was done by Frackowiak, et

al., [213], to investigate the electrochemical characteristics and to correlate
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2are essentially open structures, enabling almost all the surface area ac cessible

supercapacitors was

electrochemical performance of carbon nanotube electrodes has led to
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them with the microtexture and elemental composition of supercapacitors built

from different type of MWCNTs and SWCNTs. It was found that, in addition

to the presence of mesopores formed by the entanglement of carbon nanotubes,

the central canals of the tubes also contribute to easy accessibility of the ions

charging the electrical double layer.

In general, SWCNTs have been shown to have higher specific

capacitance, due mainly to their large surface area. It has found, however, that

MWCNTs could generate capacitance twice as high in comparison to SCWNTs

under certain circumstance [209]. It has been suggested that the higher

capacitance of MCWNTs in a study was attributed to the presence of

mesopores due to the open central canal and the accessible network of

entangled nanotubes, facilitating the transport of the ions from the solution to

the charged interface [209].

High power density supercapacitors using carbon nanotube thin film

electrodes are useful because of their high power density (at least about ten

times larger than that of batteries) [209]. Several successful attempts to

fabricate high power density supercapacitors have been reported. One group

obtained a power density of 20 kW/kg in an electrolyte of 7.5 N KOH [214].

A polished nickel foil was used for lower contact resistance and a heat

treatment at high temperature was used to reduce the internal resistance of the

SWCNT electrode. Direct growth of carbon nanotubes on metal current

collectors is another way to reduce the contact resistance as realized by Yoon

et al., [215], using hot filament plasma enhanced chemical vapor deposition

(HFPECVD). A much higher discharge efficiency and good electrodynamic

performance were obtained, resulting in higher power density.
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The Pan group at University of California, Davis has developed two different

approaches to lower the equivalent series resistance in fabricating carbon

nanotube thin film electrodes [216]. One approach is to prepare thin films with

coherent structures using highly concentrated colloidal suspension of carbon

nanotubes, resulting in very high packing density and some local alignment..

This coherent and flexible film was a highly conductive nanotube network with

drastically small electrode resistance. In addition, the nanotubes adhered

directly to the current collector since no binder was added, thus the contact

between them was very good and contact resistance was reduced as well.

conventional carbon materials for supercapacitor electrodes. In particular,

likely to demonstrate better power

nanotubes are now being manufactured in large quantities at reasonable prices,

which open the possibility for cost-effective production of carbon nanotube

based supercapacitor electrodes. Yet, additional research and development is

needed to bring nanotube-based supercapacitors to the market [209].

Data Storage Devices

The rapid expansion of portable consumer electronics has created a

demand for new designs of data storage devices, which are devices for

characteristics. According to Bichoutskaia et al., [217], there are currently three

memory (DRAM), static random access memory (SRAM), and Flash memory,
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commercially available families of memory namely dynamic random access

performance over conventional devices [209, 211]. Multiwalled carbon

nanotube-based supercapacitors are

Carbon nanotubes are likely to have several advantages over

recording (storing) information (data), with improved performance
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which

memory families, each having its unique

computer memory, which could soon reach fundamental physical limitations

[217]. At the same time, rapid growth in mobile devices is creating a need to

memory technologies that can deliver low power operation and

low standby battery drain. These trends have accelerated development efforts

in universal memory products that integrate the best features of existing

memory types into a single package and eliminate the growing technical

challenges. A new universal memory chip should be cheap and compact, draw

and dissipate little power, and switch in nanoseconds [217].

In an article by Bichoutskaia et al., [217], an insight is given into a new

approach to storing memoiy bits that is based on carbon nanotubes (CNTs). It

employs

device is held together by a balance of three major forces: electrostatic,

elastostatic, and van der Waals. Technically elegant and innovative designs of

CNT-based electromechanical data storage devices exploit CNTs as both

molecular device elements and molecular wires for the read-write scheme. This

is an emerging area in the universal memory market, in which only the

fabrication of the first integrated working prototypes and single demonstrations

of electromechanical devices for storing, reading, and writing information has

been achieved so far [218-224]. However, CNTs hold great promise for future

bottom-up approaches to the manufacture of electromechanical memory
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example DRAM is cheap, SRAM is fast, and Flash is 

nonvolatile. In the semiconductor industry, increasing miniaturization is 

beginning to place strains on existing technologies for data storage and

develop new

a simple electromechanical switching rule, according to which the

requires no power to store data. Consumer products typically use 

combinations of these three

advantage. For a
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devices based on carbon nano tubes are as follows: data storage based on

cantilever carbon nano tubes, data storage based

nanotubes and data storage based on telescoping carbon nanotubes

Data storage based on cantilever carbon nanotubes

A three-terminal memory cell based on cantilever CNTs [225] is shown

in figure 43. A conducting movable component, which could be a single- or

multiwalled CNT, is connected to a source electrode and suspended above a

stepped Si substrate containing drain and gate electrodes. In a nonconducting

state ‘0’ (figure 43 (a)), the nanotube is not in contact with the drain electrode.

L (b)

(C)
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Figure 43: A three-terminal memory cell based on cantilever carbon 

nanotubes: (a) nonconducting state ‘O’, (b) conducting state ‘1’, and (c)

|Gate | [Drain
Substrate

the exceptional properties and well-characterized structures of 

CNTs allow for very high density memories and strong resilience of devices to 

fatigue and breakage [217]. The three of types electromechanical data storage

Hl Carbon nanotube 
[Gate | 

Substrate

Bo*5

scanning electron microscope (SEM) image. [217, 218]

devices, as

on suspended carbon
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nonvolatile memory cell. In such a nonvolatile device, an

additional ‘pull-out voltage’ pulse is required to return it back to the

‘0’ state. The voltage applied to the drain electrode is typically small, < 1 V,

and does not affect the value of the pull-in voltage. It is used to control the

current between the source and the drain electrodes.

The first prototypes of a three-terminal cantilever memory cell have

been fabricated using Au electrodes and multiwalled CNTs [218] . In this

device (figure 43(c) ), multiple switching cycles have been achieved with the

gate voltage ranging between 6 V and 20 V. The source-gate voltage- current

characteristics have been measured in air at room temperature, demonstrating

the suitability of CNTs for the development of data storage devices.

The operational characteristics of cantilever memory cells have been

molecular dynamics, and combined molecular dynamics/continuum approaches

der Waals forces have a substantial

effect on the performance of cantilever memory cells and introduce some

electrode, adheres to the surface with a high binding energy compared with the
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When a voltage is applied between the source and the gate electrodes, charge is 

induced in the cantilever nanotube and it is deflected towards the substrate. At

a certain, so-called ‘pull in voltage’, the nanotube comes into electric contact 

with the drain electrode. The device is now in a conducting state ‘ 1 ’ (figure 43 

(b)). If the device remains stable in state ‘ 1 ’ after the voltage is turned off, it

[225-229]. It has been shown that van

can be used as a

studied using continuum models based on linear and nonlinear beam theories,

design constraints [225, 227]. Devices with small diameter nanotubes have 

stiction and adhesion problems, i.e. a CNT, when in contact with the metal

© University of Cape Coast     https://ir.ucc.edu.gh/xmlui

Digitized by Sam Jonah Library



positioned closer to the substrate [226]

0’ transition (0.02 ns) and the ‘0—> 1 ’ transition (0.8 ns). In the

0—>1’ transition, although the nanotube bends quickly towards the drain

electrode, it tends to bounce off the surface many times before coming to rest

in position ‘1’. When the nanotube bounces, dissipative surface processes

arising from phonon excitation in the drain electrode reduce the ‘0—>1’

transition time by two orders of magnitude [10].

Three-terminal memory cells have also been fabricated using vertically

aligned multiwalled CNTs grown in a controlled manner from the pre

patterned catalyst dots on the device electrodes [220, 221] (figure 44 ).

(t»(a)

[•brnin-1 I Gate |

(c)

‘1’, and (c)SEM image [217, 221]
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Numerical simulations [227] reveal a significant difference in the write 

time for the ‘ 1

i
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Figure 44: A three-terminal memory cell based on vertically aligned 

multiwalled carbon nano tubes: (a) nonconducting state ‘O’, (b) conducting state
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charges build up in these electrodes, and negative charges build up in the

drain electrode away from the gate electrode and towards the CNT at the

electrodes make electrical contact, establishing the state ‘1’ of the device

(figure 44 (b)).

It has been shown that once the voltage applied to the gate electrode is

turned off, the source and drain electrodes can either remain held together in

state ‘1’ (typically for long nanotubes of ~2 pm in length, for which the

attractive van der Waals force is larger than the restoring elastostatic force), or

alternatively return to the state ‘0’ shown in figure 44 (a) (typically for shorter

nanotubes of 1.4 pm in length and less). This allows the fabrication of two

different types of memory device with either volatile or nonvolatile behaviour.

Recently, the performance of memory cells with vertically aligned CNTs has

been significantly improved by making

the drain electrode is the mechanical element of the

capacitor on the source [230]. A CNT grown from the source electrode is 

coated with a dielectric layer of SiNx and a metal layer of Cr to form a CIM

[231]. The CNT grown on

cell that, under electrostatic forces, bends and makes contact with the CIM
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a positive voltage supply, positive electrostatic

source electrode. When the pull-in voltage is applied, the source and drain

source electrode. This leads to electrostatic repulsion, pushing the CNT at the

a CNT-insulator-metal (CIM)

This novel approach can not only be made compatible with existing Si 

technology, but also allows a dramatic increase in integration densities 

compared with conventional memory devices. In the design [221], the source 

electrode is electrically connected to earth ground. When the drain and gate 

electrodes are connected to

structure similar to the capacitors used in conventional high-density DRAM
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constant materials, such as TazOs or SrTiCh would increase the capacitance and

bias of the device to the level needed for gigabit-level applications (~10-15 fF

and ~60-80 mV, respectively) [231].

Data storage based on suspended carbon nanotubes

A new form of electromechanical memory based on suspended CNTs

has been developed and manufactured by the start-up company Nantero, Inc. It

is

(NRAM™) [219,232]. In NRAM, a CNT bundle is suspended across a gap and

connected to the source and drain electrodes. A metal gate electrode is

positioned at the bottom of the gap underneath the suspended CNTs, so that
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charge can be induced in the CNTs by applying a voltage to the gate electrode. 

The applied voltage causes the nanotubes to flex and come into van der Waals 

contact with the gate electrode. This switches the device into the state ‘1’

(figure 45 (b). The van der Waals forces make NRAM a nonvolatile device, as 

they hold the CNTs in the bent position until the pull-out voltage is applied to 

turn the device back to the ‘0’ state (figure 45 (a).

capacitor. The CNT always snaps back after making contact and charging the 

outer electrode of the CIM capacitor in a write or read operation. A logic ‘ 1 ’ 

( 0 ) is flagged by charge (no charge) on the outer electrode of the capacitor, 

not by the physical contact. Replacing the SiNx layer with high dielectric

a high-density, nanotube-based nonvolatile random access memory
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L(a) (b)
DrainDrain Source

(C)

Figure 45: A three-terminal memory cell based on suspended carbon

nanotubes: (a) nonconducting state ‘O’, (b) conducting state ‘1’, and (c)

Nantero’s NRAM™ [217]

For nonvolatile conditions, the linear dimensions of the device are carefully

chosen so that the ratio of the length of the suspended nanotubes over the depth

of the gap is kept equal to ten [232].

The operational characteristics of NRAM have been modeled using

molecular dynamics [218, 226], continuum models [218,233][1,16], as well as

other static and dynamic approaches [234]. One study [226] suggested that the

pull-in voltage of a memory cell based on suspended nanotubes is greater than

that of a cell based on cantilever nanotubes with the same geometry, because

CNTs fixed at both ends are stiffer and show smaller deflections. It also

concluded that for a cell based on suspended nanotubes, the van der Waals

interactions between the CNTs and the graphite gate were not significant. In

the actual NRAM device, the van der Waals interaction between the CNTs and

the oxide material of the gate electrode is a key parameter that defines the
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performance and nonvolatility of the device [233, 234]. The nonvolatility of

NRAM could be improved by increasing the length of suspended CNTs,

decreasing the gap between the CNTs and the gate, or by selecting a type of

oxide layer that increases the van der Waals interaction effects. Stronger van

der Waals interactions would lead to a decrease in the pull-in voltage, while the

pull-out voltage is increased. Therefore, the pull-in and pullout voltages should

be carefully selected.

In NRAM, the tunneling resistance depends exponentially on the CNT

deflection, invoking a sharp transition from the ‘0’ to the ‘1’ states when the

voltage on the gate electrode is varied and the source-drain voltage is fixed

[233-234]. For a given structural geometry and a fixed low voltage on the gate

electrode, the ‘0 1’ transition time increases with larger diameters of the

suspended nanotube, and, at a certain diameter, NRAM stops operating as a

memory device. Similarly, the ‘0—>1’ transition time increases with the depth

of the gap. The diameter of the suspended CNT is another parameter that could

potentially affect the operation of NRAM and its nonvolatility are temperature

effects, such as thermal fluctuations of suspended nanotubes, and contact

effects with the gate substrate.

Data storage based on telescoping carbon nanotubes

The achievement of the controlled and reversible telescopic extension

electromechanical switch based on CNT telescopic extension [236][. The

telescoping process has been found to be fully reversible and has been
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of multiwalled CNTs [235] led to a suggestion for a route towards an
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repeated a number of times without apparent damage to the sliding surfaces

[235]. Since then, the first nonvolatile device that operates using CNTs as low-

friction bearings has been fabricated [222] . This device consists of two open-

ended multiwalled CNTs attached to the source and the drain electrodes (figure

46 (c) ). The CNTs are separated by a nanometer-scale gap with the gate

electrostatically initiated sliding of the inner core of a multiwalled CNT out of

its sleeve. This closes the gap between the CNTs and establishes a conducting

state ‘1’. The device has been shown to require <10 V of pull-in voltage on the

drain electrode and <100 V of pull-out voltage on the gate electrode to produce

robust and reversible ‘0—>1’ conductance cycles with extremely high switching

speeds. A number of further designs for data storage devices based on

telescoping CNTs have been suggested that are based on double walled CNTs

with a short, capped inner wall acting as a shuttle [237-240]. One of these is an

all-carbon three-terminal memory cell [238] with a single-walled CNT attached

to the drain electrode and a CNT with removed core attached to the gate

electrode (figures 46 (a) and 46 (b)).
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electrode positioned between them. Switching occurs through the
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(a) (b)

! € F

(C)

Figure 46: A three-terminal memory cell based on telescoping carbon

nanotubes. An all-carbon memory cell with a CNT attached to the gate

electrode: (a) innonconducting state ‘O’, and (b) in conducting state ‘1’. (c)

SEM images of a memory cell with a flat gate electrode [217, 222].

The core of inner walls can be removed with the use of a nanomanipulator

[235]. The balance of the forces that defines the performance of the device has

been analyzed [241]. Electrostatic forces pull the shuttle out of the sleeve of a

double-walled CNT attached to the source electrode, which comes into electric

contact with the drain, thus establishing the connection (figure 46 (b) . After

the power is switched off, the cell may remain held in state ‘ 1’ by the van der

Waals forces between the shuttle and the drain and the static friction force

between the shuttle and the sleeve. This provides permanent contact and gives

the nonvolatile capability of the device. At the same time, the capillary force of

the weak van der Waals interaction between the walls of the double-walled

CNT tends to retract the shuttle back into the sleeve, restoring the CNT to its

!

permanent gap between the CNT and the drain, keeping the cell in a
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original condition. When no voltage is applied, this force may provide a
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nonconducting ‘0’ state (figure 46 (a) ). Thus both nonvolatile and volatile

behavior can be achieved in the device. The all-carbon memory cell has some

advantages in terms of future high-bandwidth applications, as CNT-made

electrodes have much smaller dimensions compared with metal electrodes.

Uniformity of all-carbon memory cell characteristics can be achieved by using

identical switches made of CNTs with the same chirality indices. The volatility

of the device is defined by the strength of the static friction force applied to the

shuttle, which depends on the structure and the length of double-walled CNT.

If the friction force is small, the device is stable in state ‘ 1 ’ only if a voltage is

applied, thus allowing the operation of a volatile memory cell. In a nonvolatile

memory cell with all-carbon electrodes, as a result of thermal fluctuations of

the components, the minimum size of the device at T = 300 K should be an

order of magnitude greater than that at T = 0 K. To achieve optimal

miniaturization and the highest operation frequencies, the device should be

fabricated and used at very low temperatures. Under these conditions, the write

density and switching frequencies will be significantly greater than those of

memory cells based on cantilever and suspended nanotubes.

In conclusion, the semiconductor industry is actively evaluating

emerging memory technologies in the search of a new scalable technology

[217]. Although existing memory technologies continue to advance, providing

faster, smaller, and cheaper memory, they are not expected to scale down

beyond a very few additional process technology nodes. The most widely used

commercial nonvolatile memory - Flash - has a low write speed leading to

slow random access. New memory technologies such as FRAM, MRAM, and
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PRAM are currently in use in a number of applications where the limitations of

Flash are an issue.

Memory devices based on CNTs also have the potential to be

advantageous allowing, at least in theory, densities higher than those of

DRAM. The power needed to write to these devices is much lower than in

DRAM, which has to build up charge on the plates. This means that CNT-

based memory devices could not only compete with existing memories in

terms of speed, but would also require much less power to run. Nantero, Inc.

has recently demonstrated a prototype of a 22 nm NRAM switch and suggested

that the NRAM switch will continue to scale down to below the 5 nm

technology node. All these advances, however, will become firm commercial

reality only if radical changes in processing are found that gain precise control

over the number and spatial location of CNTs over large areas. A production

chip would require hundreds of millions of CNTs that are long enough to bend

and have been manufactured cleanly and consistently. Additionally, new

chemical processes will need to be proposed to align the CNTs better in the

device, thus reducing the problem of reproducibility [217].

Field Emission Devices

mechanical process whereby electrons can tunnel through a potential barrier in

structural robustness and high conductivity are some of the vital properties of

CNTs[23. 70, 242-245] . The right combination of these properties make them

good emitters, better than the conventional ones (some examples are Mo or Si
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Field emission (or Fowler-Nordheim tunneling) is a quantum

the presence of a high electric field. Nanometric size, chemical stability,
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tips, Cs-coated diamond, graphite powder)[242] . A good emitter should have

stable high

current density. With respect to the emission threshold, CNTs are better than

the conventional emitters.

Industrial and academic research activity on electronic devices has

focused principally on using SWCNTs and MWCNTs as field emission

electron sources [246, 247] for flat panel displays [248] , gas discharge tubes

providing surge protection [249], and x-ray [250] and microwave generators

[251]. A potential applied between a carbon nanotube-coated surface and an

anode produces high local fields, as a result of the small radius of the nanofiber

tip and the length of the nanofiber. These local fields cause electrons to tunnel

from the nanotube tip into the vacuum. Electric fields direct the field-emitted

electrons toward the anode, where a phosphor produces light for the flat panel

display application.

There is an intensive investigation of the emission properties of CNTs

[252-263] for technological applications such as flat panel display and electron

guns for various systems. Samsung has been developing a Field-Emission flat

display, and has demonstrated a prototype of a 9-inch full color display (576 x

242 pixels) in 1999 [264], The structure of a SWCNT based flat panel display

is shown in figure 47 . Each pixel in this device is primarily composed of two

glasses: an anode glass, which is coated with a layer of indium-tin-oxide (ITO)

phosphor, and a cathode glass that is coated with SWCNT [264] . The role of

the SWCNT in this device is to generate an electron source. Assembling these

pixels into a matrix creates the flat panel display [264]. Using the plasma-

enhanced or conventional CVD on top of substrates prepattemed with
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a low emission threshold field and the capability to maintain a
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transitional metal catalysts yielded highly aligned arrays of carbon nanotubes

growing vertically to the surface of the substrate [265],

i s

2.4 mm

r i f

glass pl ate

Figure 47: Schematic structure of nanotube flat panel display [264]

It

Figure 48: The Samsung 4.5’’full-color nanotube display [264]

SWCNT displays could eventually displace liquid-crystal and plasma displays

in large flat panels. Their advantages over standard liquid crystal displays

include lower power consumption, higher brightness, a wider viewing angle,

faster response rate, and a wide operating temperature range. But nanotube

displays are technically complex and require concurrent advances in electronic-

addressing circuitry, low voltage phosphors, methods to maintain the required
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Marc et al., [266] , carbon nanotubes have been recognized as one of the

most promising electron field emitters currently available.

Terahertz Oscillators

The terahertz spectrum occurs within the frequency range of 0.1-1 THz

and is bound by the microwave and optical spectral bands [267]. Although

technology within each of these distinct bands is well developed, application of

microwave and optical techniques to the generation and detection of terahertz

radiation has proceeded slowly, creating a “terahertz

Gap [268, 269]. The state of affairs is exemplified by the fact that at the present

time a continuous wave, compact, efficient, high-power, and inexpensive

terahertz source that operates at room temperature does not exist [267],

Extension of optical techniques into the terahertz gap is limited since terahertz

energies are much smaller than typical semiconductor energy gaps and lie close

to the room temperature thermal energy [267]. Furthermore, many optical

sources and detectors are bulky and expensive [267].

The cascade laser is promising but must be cryogenically cooled [270].

However, more improvements are needed to further penetrate the terahertz gap

[267]. Another difficulty is the fact that both electronic and optical sources

suffer from a sharp reduction in output power within the terahertz regime

[271].

For the effective use of diode oscillators in the terahertz regime,

exploration of new materials may be profitable. Materials that are useful for

oscillator diodes generally exhibit negative differential conductivity (NDC)

[267]. Many properties of carbon nanotubes (CNTs) are well suited for use in
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high frequency oscillator applications [267]. Experiments have shown that

suspended metallic CNTs exhibit NDC [267]. Also Boltzmann transport theory

has predicted NDC in both metallic and semiconducting single-walled CNTs

(s-SWCNTs) [272-276] . The figure 49 below shows resonant circuit

resistance, capacitance, and inductance respectively connected in parallel

1
L

CNT

E Cr Rr

I
Figure 49: Resonant circuit connected to a s-SWCNT oscillator [281]

Furthermore, simulations of high field transport in s-SWCNTs have shown

that nantoubes can generate terahertz frequency current oscillations [277, 278]

Additionally, the Monte Carlo simulations of Akturk et al.,[279] predict that

electrons in CNTs exhibit negative differential velocities (NDVs) or NDC,

similar in that respect to GaAs, opening possibilities for their use in oscillators

and, therefore, communication networks [280] . When used in circuits, their

simulations indicate that they may oscillate at very high frequencies in the

terahertz range, enabling data rates approaching terabits [277]. These
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across a de source of voltage V, and electric field strength E

connected to a s-SWCNT oscillator of length L. Where Rr, Cr and Lr are

4-

~vfcLr
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oscillations suggest that CNTs may be applicable for use in THz radio

frequency circuits [277].

Invention of terahertz oscillator in 2009 by Wang C et al., [281]

voltage is applied to two ends of a semiconductor carbon nanotube so that the

drifting speed of the electrons in the semiconductor carbon nanotube is

arranged in the negative differential drifting speed area ( or the negative

differential conductivity (NDC) region), thus generating the oscillation current

that changes periodically with time in the semiconductor carbon nanotube.

Their invention provides a terahertz oscillator capable of realizing the method

and a manufacturing method for the terahertz oscillator. The terahertz oscillator

of the carbon nanotube is made up of a peripherical circuit that is connected

with the chip. Being a novel solid-state THz oscillator, it has advantages of

having a simple structure, being integrated easily, capable of running under

room temperature and is expected to be widely applied to the spatial wireless

communication systems in the future [281].
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utilizes a terahertz oscillation method based on a CNT. Direct-current bias
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CHAPTER THREE

THEORETICAL MODELS OF CURRENT DENSITIES FOR CARBON

NANOTUBES

Electron Transport in Carbon Nanotubes

Electron transport in a material is an important subject of experimental

and theoretical investigations beginning from the pioneering paper of electron

transport in semiconductor superlattices by Esaki and Tsu [282]. This chapter

theoretically explores the electron transport in achiral carbon nanotubes. The

Boltzmann transport equation is solved in the framework of momentum

independent relaxation time. The calculation is done using the semiclassical

approach which provides us with the simplest route to this theory, supplying

somewhat rough but quite tractable analytical results. We consider each achiral

carbon nano tube exposed to de field as well as dc-ac driven fields in the

absence and presence of hot electrons source. An analytical expression for the

current density of achiral carbon nanotubes in each case is derived. The results

of these calculations are analysed in chapter 4 and the effect of hot electrons on

the conductivity of carbon nanotube in each case is observed and theoretically

investigated.
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Phenomenological Model of a Carbon Nanotube

If a static electric field Ez is applied along a z- axis of an undoped

single-walled carbon nanotube, electrons begin to move in accordance with the

semiclassical Newton’s law (neglecting scattering) [283] :

(24)

where Pz and e are the axial component of the quasimomentum and the

electronic charge of the propagating electrons respectively. For a CNT, If

energy level spacing As (As = nhVF/L, h = /i/2tt , h is Planck constant, VF is

Fermi velocity and L is the length of the nanotube) is large enough and the

CNT, and Az»a3aEz and hv<a3aEz, ac-CNT, then the electrons oscillate

inside the lower level with the so-called Bloch frequency 12 given by [275]:

(25a)

and

(25b)

for zz — CNT and ac — CNT respectively. Here, a is the lattice constant of the

CNT. For an undoped achiral CNT exposed to a de field with and without the

presence of hot electrons source, the investigation is done within the
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aeEz
V3h

dPz 
dt

aeEz
h"

^ac

&zz ~~

= eEz

scattering rate v is small such that As » aeEz and hv < aeEz (zz —
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semiclassical approximation in which the motion of the 7t-electrons are

considered as classical motion of free quasiparticles in the field of the

crystalline lattice with dispersion law extracted from the quantum theory[275]

Taking into account the hexagonal crystalline structure of a rolled

graphene in a form of CNTs and using the tight binding approximation, the

energies for zz-CNT and ac-CNT are expressed as in equations (26a) and

(26b), respectively [275]

(26a)

(26b)

3.0eV is the overlapping integral, pz is the axial component of

quasi-momemtum. Ap^ is transverse quasimomentum level spacing and s is an

integer. The expression for lattice canstant a in equations (26a) and (26b) is

given by

(27)a =

= 0.142nm is the C-C bond length

The - and + signs correspond to the valence and conduction bands,

respectively. Due to the transverse quantization of the quasimomentum P, its

transverse component can take n discrete values,
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?/2

s(sAp0,pz) = 8s(pz)

= ±Yo [1 + ^cos^as&p^cos

' a

= ±/o [1 + 4cos(apz)cos sAp^)

c(sAp0,pz) = £s(pz)

where y0 ~

' a

3^c-c
2h

where ac_c

+ 4cos2
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Pep = Shp^ = (s = 1, (28)

Unlike transverse

assumed to vary continuously within the range 0<pz<27r/a, which

corresponds to the model of infinitely long CNT (L = oo) . This model is

are restricted to

temperatures and/or voltages well above the level spacing [284], i.e.

kBT > £CjAs , where kB is Boltzmann constant, T is the absolute temperature,

ec is the charging energy. Considering the presence of hot electrons source, the

motion of quasiparticles in an external axial electric field is described by the

Boltzmann kinetic equation in the form as shown below [275, 283]

+- eE(t) + S(p) (29)

distribution function, f(p, t) is the distribution function, vz is the quasiparticle

group velocity along the z-axis of carbon nanotube and t is the relaxation time.

The relaxation term of equation (29) describes the electron-phonon scattering,

electron-electron collisions [285, 286], etc. Using the method originally

developed in the theory of quantum semiconductor superlattices [275], an exact

solution of equation (29) can be constructed without assuming a weak electric

field. Expanding the distribution functions of interest in Fourier series as

(30a)

and

(30b)
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dt

ny/3s

an

[f(p)-/o(p)]
Tdx dpz

where S(p) is the hot electron source function, /0(P) is equilibrium Fermi

+ vz

applicable to the case under consideration because we

quasimomentum, the axial quasimomentum pz is

n
/o(p) = £ S(P0 - sZW X frs eiarp*

s-1 r*0

n

f(p, t) = Ap0 S(p0 - sAp0) frs eiarp^v(t) 
s=l 1**0
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For zz-CNTs, and

f(.P. t) (31a)
S=1

and

(31b)
S=1

For ac-CNTs

where b = a/VT

frs is the coefficients of the Fourier series and Vy (t) is the factor by which the

Fourier transform of the nonequilibrium distribution function differs from its

equilibrium distribution counterpart. For simplicity, we consider a hot electron

(32)

where ^(p) is the stationary (static and homogeneous) solution of

equation(29) , Q is the injection rate of hot electron , n0 is the equilibrium

particle density, (p andcp' are the dimensionless momenta of electrons and hot

= apz'/y/3h for ac-CNTs,

Current Density for Zigzag Carbon Nanotubes (zz-CNT) in the Absence of

Hot Electrons Source

We now determine the electric current density of the zz-CNT for the case when

there is no hot electron source present. Substituting equation 30 (a) into

equation 30 (b) and setting S(p) = 0, we get
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— sAp^) is the Dirac delta function,

source of the simplest form given by the expression,

or a = bV3 ,6(p0

n

S=1 r*0

S(p) = ^3(^-7>')-^/s(<p) 
it no

TSelbr?‘W)

n
/o(p) = Ap0 y, 5(p0 _ V frs eibrpz

S=1 r*0

for zz-CNTs and <pac = apz/y/3hand(p' ac

electrons respectively which are expressed as (pzz = apz/h and cpr = apz'/h
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1
(33)+

T

Solving the homogeneous differential equation corresponding to equation (33),

we obtain

^v(t) = (34)

where v = 1/t

The expression for the coefficients frs of equation (30) is found to be

frs = (35)

The surface current density is defined by

f(p, t) vz(p)d2p,Jz =

or

(36)

where the integration is over the first Brillouin zone, vz is given by

(37)

Now we expand

determined

(38)

The expression for the coefficients is found to be

(39)
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a 
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wherees(pz) is given by equation (26a), From equations (37) and (38)

(40)

From equation(30) ,

(41)

Substituting equations(30) and (31) into equation (36), the current density

(42)

Current Density for Zigzag Carbon Nanotube (zz-CNT) in the Presence of

Hot Electron Source

The stationary homogeneous distribution function fs(<p) in the presence of hot

electron source is given by [283] :

fs(<P) =fE(<P) + f'(.</>) (43)

where fE(<p) = /(p) = i//„(t)

Substituting equation(43) into equation (2 9)we get

f'W = - <p') - (44)

Solving the above homogeneous differential equation , /'(<p) is obtained as

(45)

where introducing a dimensionless nonequilibrium parameter rjzz, given by
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n0Q.

n
’ frs&rs

s=l

PzZ — Q/^ZZnO-

dcp

d (Ersexpiarpz>) 
dPz

= y0 iar £rsexpLarpz 
r*O

expiarPz\pv(t)

£^zz
(jT^ZZ 4" H" Pzz^-zz)
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Substituting equations (34) and (45) into equation (43), fs((p) is obtained as

£(<?) =

(46)x

The current density in the presence of hot electron source j.

is given by

jZZ (47)

where

Jos ~

Substituting equation (46) into equation (47), we obtain the current density in

the presence of hot electron source for zz-CNTs (jzzH F) given by

JZzZHE = i

(48)
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Current Density for Armchair Carbon Nanotube (ac-CNT) in the Absence

of Hot Electrons Source

Determining the electric current density of the ac-CNT for the case when there

is no hot electron source present. Substituting equations (31a) and (31b) into

equation (29) and setting S(p) = 0, equation (49) is obtained as

(49)

Solving the homogeneous differential equation corresponding to equation (49),

is obtaioned

V'uW = (50)

The expression for the coefficients frs of equation (48) is found to be

(51)
o

Now expanding

determined

(52)

The expression for the coefficients of equation (48) is found to be

(53)

130

a 
27rAp0

1
T

frs

wherefs (pz) is given by equation (26b), From equations (37) and (52)

1\ 
iebrEz + —j (t) =

u
(v + irQ.ac)

&rs

dpz

explbrPz

211 fa exp~ibrpz
, 1 + exp {Es(pz)//cBr)}

dt

2n/a
£s(pz)exp-£brPzdp2

E(pz;sAp0) = £s(.Pz) = £rs
r*0

£s(Pz)/^ rn pourier series with coefficients £rs to be

— I 2n-y0 Jo

© University of Cape Coast     https://ir.ucc.edu.gh/xmlui

Digitized by Sam Jonah Library



(54)

From equation (31b) ,

expfbr^(t) (55)

Substituting equations (54) and (55) into equation (36), the current density

in the absence of hot electron source for ac-CNTs (/“c) is obtained as

(56)

Current Density for Armchair Carbon Nanotube (ac- CNT) in the

Presence of Hot Electron Source

Solving the homogeneous differential equation (44) for ac-CNT, /'(<?) is

obtained as

(57)

where the nonequilibrium parameter r]ac = Q/£lacno for ac-CNT

Substituting equations (34) and (57) into equation (43) for ac-CNT , ^(^)is

obtained as

fs(<P~) =

(58)X

Current density for ac-CNTs in the presence of hot electron source j£c is given

by

131

= Yo i-ar £rsexpi6rPz
r*0

ru
(v + irftac)

U

(u + irflac)

_______ ^ac_______
(irflac + v + rjO-ac)

d (£rsexplbrpz) 

dpz

t n° ^ac 271 ■

VziPz’S&Ptp) — To
r*0

y_______ ^ac_______
(irflac + V + P ac^ac) r

f,f > n° V
Z7T Z—i 

r

f (pz. skp<t» w)=y, frs
r*0

n

* frs^rs 
s=l

7 °°4ezy0 y
r=l

e-^r<p-------------------
(y + ir£lac)

e-ir<p------------------------
(v + ir£lac)

ir = i
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(59)

Recall for ac-CNT

Jos ~~ (60)

is obtained as

jzHE = t

(61)

High-Frequency Conductivity of Zigzag Carbon Nanotube (zz-CNT) in the

Presence and Absence of Hot Electron Source

Now finding the high frequency conductivity in the nonequilibrium state for

the form

(62a)

(62b)

Substituting equations(62a) and (62b) into equation (29) and rearranging

yields,

(63)

132

cos 
r=l

\ n
‘j > * frs^rs

I s=l

U

(v + irUac)

rv
(v + irQac)

d(p

(,irD.ac -f- v 4" r/Hac)

zz-CNT by considering perturbations with frequency <u and wave-vector k of

f ~ fS(<P) + A>,k

e~ir<p'

Eg>,K 

Ez

no V 
+ ^ttZu

r

Substituting equations (58) and (60) into equation (59), jzcH e

E(t) — Ez +

g-ltot+iicz

e-ia)t+iKZ

4e2To y V1 , 
^n^r2^frs£rs r=l s=l

4-VT e2y0 
h2n

n

izC = i josfs
s=l

+ i[a + KVz/ilzz]fa>,K = 
dcp
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is obtained as

Jzhe = i x

(64)+

where jm(/?) is the bessel function of order m

is the modified bessel function of order m-1.

In the absence of hot electrons, the nonequalibrium parameter for zz-CNT

Jz

current density of zz-CNTs in the absence of hot electrons ;JZ is given by

= i

(65)
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n

frs&rs

s=l

Solving the homogeneous differential equation (63) and then introducing the 

Jacobi-Anger expansion and averaging the current over time, the current

co

1
TIL, l=—co

z
r=l

rv
(y + irflzz)

v
(u + irflzz)

Ho_
7,22 Zrf

4 V3e2y0 
nh2

iZ,z could be obtained from equation (64) by setting t/zz — 0. Therefore, the

00z
m, I=—03

4 V3”e2y0 
nh2

e-irv'

r\) 
(y + irflzz)

co 4- iv — 7nfizz

:ZZ
JZ

p — is a normalized amplitude of ac field

density for the zz-CNTs in the presence of hot electrons jzzH E

where a = - (w + iuz)/ftzz

n

' r / f frs£rs

' s=l

v^* r£lzzeir<p
L (irQ.zz + v + 7?flzz) 
r

i17nljm (P)Jm-l Z (/^) ^zz V-1
a) + iv — mD.zz r=l

= 0, hence the current density for zz-CNTs without hot electron source
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High-Frequency Conductivity of Armchair Carbon Nanotube (ac-CNT) in

the Presence and Absence of Hot Electron Source

Similarly solving the homogeneous differential equation (63) for ac-CNTs,

here a = — (&; 4- ivz)/ftac and then introducing the Jacobi-Anger expansion,

and averaging the current over time, the current density for the ac-CNTs in the

is obtained as

x

(66)

In the absence of hot electrons, the nonequalibrium parameter for ac-CNT

T]ac = 0, hence the cunent density for ac-CNTs without hot electron source

= 0. Therefore, the

is obtained as

co

= i
Tn,

(67)
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z
r

coz
m, I—-co

z
r=l

U

(v + irHac)
no

V ac q ■ Z7T

a) 4- iv — m£lac

(y 4- irQac)

a) 4- iv — m£lac

current density of zz-CNTs in the absence of hot electrons

n

f /1 frs&rs

' s=l

yfccould be obtained from equation (66) by setting T)ac

ru
(v 4- irHac)

presence of hot electrons j“cH E

4j3e2yQ 
nh2

:ac 
Jz

n

frs£rs

s=l

y £laceir<p
La (ir£lac 4- v 4- r/Qac) 
r

e-tr<p'

■ac _ • 4 e2/0
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CHAPTER FOUR

RESULTS AND DISCUSSION

In chapter 3, the Boltzmann transport kinetic equation was utilized to

derive the mathematical expression for current density of each of the

following:

zigzag carbon nanotube (zz-CNT) without and with injection of hot1.

electrons along its axis under the influence of the applied de field,

ii. armchair carbon nano tube (ac-CNT) without and with injection of hot

electrons along its axis under the influence of the applied de field,

iii. zigzag carbon nanotube (zz-CNT) with and without injection of hot

electrons exposed simultaneously to a high frequency ac and de fields

(i.e. the high frequency differential conductivity in zz-CNT)

iv. armchair carbon nanotube (ac-CNT) with and without injection of hot

electrons exposed simultaneously to a high frequency ac and de fields

(i.e. the high-frequency differential conductivity in ac- CNT )

This chapter will focus on the numerical analysis of the mathematical

expression of each current density obtained in chapter 3. The stated aim of the

work presented is not only to probe the effect of hot electrons on conductivity

of CNTs, but also to find out whether there is some useful application of the

effect.

Current density of a CNT as a function of the applied de field

The behaviour of normalized current density as a function of the

applied de field in the absence as well as presence of hot electrons for each

achiral CNT is shown in figure 50. It has been observed that the normalized
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with hot electrons injection. This is due to the fact that zz-CNT is having a

higher density of states of conduction electrons than ac-CNT.

function of the de field for the CNTs stimulated axially with the hot electrons,

represented by the nonequilibrium parameter 77 has been displayed in figure 51.

observed as shown in figure 51 that the normalized current density has the

highest intensity for 77 = 0 (no hot electrons). Upon increasing the hot

electrons injection rate, the intensity of the current density decreases and shifts

to the left (i.e., low electric fields). This stems from the scattering effects due

137

Furthermore, the behaviour of the normalized current density as a

0 20 40 60 so 100 120
Electric field (kV/cm)

z™0*)) as well as differential conductivity

(d/z/dEz) of the former is greater than that of the latter for both without and

14 
.^12.4 
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2.8 
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Figure 51: A plot of normalized current density versus electric field for (a) 

(3,0) zz-CNT and (b) (3,3) ac-CNT as the nonequilibrium parameter 77 

increases from 0 tol7.0 xlO-9, T = 287.5 K and u = 1 THz

normalized current density (J.

As nonequilibrium parameter rj increases from 0 to 17.0 xlO 9, it has been

Qualitatively, there are no differences in the current density - electric field 

characteristics of (3,0) zz-CNT and (3,3) ac-CNT. However, the peak

j) = 0
• — ?/ — 2.5x10”’

7) = 5.0x10“’
----- 7J = 9.0x10”*
---- - ?) =13.0x10"’

7) - 15.0x10"’
= 17.0x10”’
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electron-phonon interactions

direct injection rate of the hot electrons [287] .

As the injection rate of the hot electrons becomes strong enough, the

current density up-turned, exhibiting a positive differential conductivity (PDC)

near 50 kV/cm and 75 kV/cm for the zz-CNT and the ac-CNT, respectively.

In this region, the hot electrons become the dominant determining factor [287].

The physical mechanism behind the switch from NDC to PDC is due to the

interplay between the hot electrons pumping frequency (Q/n0), which is a

function of rate of hot electrons injection (Q),and the Bloch frequency (ft),

which depends on the electric field (Ez). At stronger electric field, the rate of

scattering of the electrons by phonons is well pronounced resulting in the

gradual decrease in the cunent density with increasing the de field (NDC

region). However, as the rate of hot electrons injection increases, the

corresponding rise in the current density due to hot electrons injection now far

exceeds the reduction in the current density due to scattering of electrons by

phonons. Thus, the net effect

desirable effect of a switch from NDC to PDC takes place when a/ is larger than

with a low equilibrium density n0. However, at higher temperatures (room

temperature), rjc becomes smaller, therefore the effect of pumping is more

pronounced. This gives hope in observing the effect at both low and high

strong enough, the nonequilibrium parameter rj exceeds the critical value

138

to the increase in

on the current density from the two opposing

as well as the increase in the

temperatures. When axial injection of hot electrons into the achiral CNTs is

sources (with the rate of hot electrons injection being dominant) gives rise to

a critical value tjc = 0.9 x 10~8. Larger q can be achieved at low temperatures

the PDC characteristics as shown in figure 51 for r] > 13.0x10 9. The
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r]c = 0.9 xlO'9 and the PDCNDC thecharacteristics change to

behaviour to the PDC behaviour at strong electric fields.

Also, the inversion of the differential conductivity in a nonequilibrium

the nonequilibrium parameter 77 is further increased to 4.5 x 10state as

shown in figure 52

Electric field (kV/ctn)

There is a clear inversion of the differential conductivity in a nonequilibrium

state as nonequilibrium parameter rj exceeds a critical value T]c = 0.9 xlO 8.

The PDC region shifts towards stronger electric fields, whereas the onset of

the NDC shifts towards lower electric field upon increasing the hot electrons

injection rate. As mentioned earlier, the upturn in the conductivity is due to the

strong axial injection of the hot electrons which is significantly stronger than

the fall in conductivity due to increase in electron-phonon scattering as the

electric field increases, consequently there is a switch from NDC to PDC.
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characteristics. Thus, the unwanted domain instabilities that usually occur in

Figure 52: .A plot of current density versus electric field for (a) (3,0) zz-CNT 

and (b) (3,3) ac-CNT as the nonequilibrium parameter 7 further increases to 

4.5 x 10"8, T = 287.5 K and v = 1 THz

?/ = 0
— 7) = 0.5xl0-8
---- 7J = T]c ~ 0.9 X 10'
.*^■71 = 1.5 X10-®
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the NDC region can be suppressed as a result of the switch from the NDC
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To put the observations in perspective, a 3- dimensional behaviour of

nonequilibrium parameter (?/) for each achiral CNT has been displayed in

figures 53 and 54.

(b): (3.3) ac-CNT

2
10—

Jz
1

Figure 53: A 3D plot of nonnalized current density (/z ) versus electric

field (Ez) and nonequilibrium parameter (rf) for (a) (3,0) zz-CNT and (b) (3,3)

ac-CNT , T = 287.5 K and u = 1 THz

H)~

' :■

a
-10-

0

nonequilibrium state for (a) (3,0) zz-CNT and (b) (3,3) ac-

CNT, T = 287.5 K and u = ITHz
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Figure 54: A 3D plot of normalized current density (Jz) versus electric field
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The differential conductivity as well as the peak of the current density attained

the highest value when the nonequilibruim parameter is zero. For both zz-CNT

and ac-CNT,

differential conductivity and the peak current density decrease until the critical

is reached, beyond which the

NDC characteristics slowly changes to PDC characteristics as shown in figures

53 and 54. As can be seen in figure 54, the peak at the onset of the NDC shifts

toward low electric fields whereas the onset of the PDC shifts towards the high

electric fields with increasing the hot electron injection rate for both CNTs. So

far these results have been published in “The European Physical Journal B”

[288].

High Frequency Differential Conductivity in a CNT

A semiclassical theory of electron transport in a CNT exposed to dc-ac

driven fields in the presence and absence of hot electrons is now presented.

Given a suitable combination of the de and ac operating conditions, high field

domains are then unable to build up [289] . These domains are believed to be

destructive for the Bloch gain [290]. After solving Boltzmann’s transport

analytical expression for current density which is a function of

electric field and also simultaneously applied de field Ez is obtained when each

achiral CNT is stimulated axially with the hot electrons (?) > 0)and also in the

absence of hot electrons (rj = 0).
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frequency of ac electric field to, normalized amplitude ft of high frequency ac

nonequilibrium parameter value r]c = 0.9 xlO 8

equation, an

as the nonequilibrium parameter gradually increases the
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Ensuring that all other equally important parameters

following:

i.

ii. normalized amplitude /? of the high frequency ac electric field

iii. applied de field Ez when frequency of ac field oi is

(a) much greater than scattering frequency v (i.e. co » v or cot » 1 )

(b) much less than scattering frequency v (i.e. co « v or « 1 )

has been displayed.

Figure 55 is a plot of normalized current density (/z) versus frequency of

ac field (&>) displaying the effect of hot electrons

conductivity in achiral CNTs.

(b): (3,3) ac-CNT(a): (3,0) zz-CNT
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Figure 55: A plot of normalized current density(/z) versus frequency of ac 

field (w) as the nonequilibrium parameter (17) increases from 0 to 

4.5 xlO-9 for (a) (3,0) zz-CNT and (b) (3,3) ac-CNT , T = 287.5 K and

v = 1 THz
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Then after the

differential conductivity turns positive when co > 1.8 THz until the maximum

peak is attained at co = 4.5 THz and then decrease when co > 4.5 THz for both

zz-CNT and ac-CNT. The PDC is considered as one of the conditions for

electric stability of the system [289] and indicative for terahertz gain without

the small spike or fluctuations of electrons associated with NDC that amplifies,

induces space charge accumulation and finally develops into electric field

domain [291]. The electrical domain development and transporting induce

unstable non uniform electric field distribution, which in turn prevents the

operation of the Bloch oscillations. Thus suppressing domain formation is a

prerequisite to observe Bloch oscillations necessary for terahertz gain [291].

As nonequilibrium parameter rj which is directly proportional to the

(presence of hot electrons), the minimum peak decreases and shifts to the left

(i.e., low frequency). In the contrary, the maximum peak increases and also

shifts to the left (i.e., low frequency) as shown in figure 55.

Furthermore, the behaviour of normalized current density (/z) as a

function of frequency of ac field (co) as the .nonequilibrium parameter (?]) is

is shown in figure 56

143

conductivity is initially negative at zero frequency.

With increasing frequency of ac electric field co from zero, the differential

conductivity becomes more negative until a minimum peak is reached at a 

frequency co about 1.8 THz for both zz-CNT and ac-CNT.

In the absence of hot electrons ( rj = 0), the following observations are 

made. The differential

further increased to 23.0 x 10 9

rate of hot electrons injection increases from 0 (no hot electrons) to 4.5 x 10 9
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(a): (3,0) zz-CNT (b): (3,3) ac-CNT

1

(i.e, strong

enough injection rate) , both the minimum and maximum peaks increase and

strong enough injection of hot electrons on high frequency conductivity in

CNTs is to increase both the minimum and maximum peaks of normalized

current density at lower frequencies.

A 3-dimensional behaviour of the normalized current density (Jz) as a

function of the frequency of ac field (co) and nonequilibrium parameter (rf) in

well as figure 58.
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■+—+•7? = 0
+-+J? = 2.0 xlO'9 
t-*J? = 4.5 x IO'9 
+H-7? = 17.0 x IO"9 
4-4-7? = 23.0 x 10~9

order to put the observations in perspective has been displayed in figure 57 as

As the nonequilibrium parameter rj further increases to 23.0 xlO 9
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Figure 56: A plot of normalized current density f/z) versus frequency of ac 

field (co) as the nonequilibrium parameter (rf) further increases to 
23.0 xl0“9for (a) (3,0) zz-CNT and (b) (3,3) ac-CNT, T= 287.5 K and 
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/■

02 2

Figure 57: A 3D plot of normalized current density (/z) versus frequency of

for (a) (3, 0) zz-CNT and (b) (3,3) ac-CNT ,T = 287.5 K and

v = 1 THz

(a): (3,0) zz-CNT
(b): (3,3) ac-CNT
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-0

0 - 0—

0

Figure 58 : A 3D plot of normalized current density (Jz ) versus frequency of

and

v = l THz

145

/f

/
2

/
0

10

oH J
Jz

Jz
oTx

4.5 xlCT9

4 
w (THz)

(b): (3,3) ac-CNT

1.  7|

4 6
0) (THz)

as T| increases fromO to

A1.5q> 
-4—23 
8 *

ac field (o))and nonequilibrium parameter (77)

' -30
■ - 45<*

8 *

rr
4 6

G) (THz)

(a): (3,0) zz-CNT

ac field (cu)and nonequilibrium parameter (77) as tj further increases to

7^A 30
----7--------- —v A C *¥/ 7— 45
6 8

23.0 xlO-9 for (a) (3,0) zz-CNT and (b)(3,3) ac- CNT, T= 287.5 K

f 
? AU.5^> 

#23 
8 *

, 500 -4 
7z I

/ ■

2. 4 6
a> (THz)

Jz

-10

© University of Cape Coast     https://ir.ucc.edu.gh/xmlui

Digitized by Sam Jonah Library



least also at high frequency. As nonequilibrium parameter r) increases from

(i.e. low frequency) while the maximum peak slowly increases and also shift

towards left (i.e. low frequency)

In figure 58,

low frequency) and then finally increases and shifts towards left ( i.e. low

frequency) until the highest minimum peak is attained at the lowest frequency.

The trend of the maximum peak as nonequilibrium parameter further increases

Figure 59 is a plot of normalized current density (/z) versus normalized

electric field displaying the effect of

hot electrons on high frequency conductivity in achiral CNTs .
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In figure 57, when nonequilibrium parameter 77 is zero, the minimum 

peak is the greatest at a relative high frequency while the maximum peak is the

as nonequilibrium parameter T] further increases from 0 to

amplitude (/?) of the high frequency ac

23.0x10 9, the minimum peak initially decreases and shifts towards left ( i.e.

0 to 4.5 xlO 9, the minimum peak gradually decreases and shifts towards left

to 23.0x10 9 remain unchanged.
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(b): (373) ac-CNT

1 2 5 6 1 4 5 6

Figure 59: A plot of normalized current density (/z) versus normalized

amplitude (£) of the high frequency ac electric field for (a) (3,0) zz-CNT and

(b) (3,3)ac-CNT as the nonequilibrium parameter r] increases from 0 to

As nonequilibrium parameter T] which is directly proportional to the

(presence of hot electrons), both minimum and maximum peaks of normalized

current density increase in magnitude. Therefore, the effect of axial hot

electrons injection into achiral CNTs is to increase the magnitude of the peaks

of the normalized current density. Consequently, there is an increase in high

frequency conductivity as a result of the presence of hot electrons.

To put in perspective the observations, a 3-dimensional behaviour of

the normalized current density (/z) as a function of the normalized amplitude

(/?) of ac electric field and nonequilibrium parameter (rf) is utilized in figure 60
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(b): (33) ac-CNT

r

0 '

0
4.4

electric field and nonequilibrium

parameter (q) for (a) (3, 0) zz-CNT and (b) (3, 3) ac-CNT , T = 287.5 K and

u = 1 THz

In figure 60 these observations are made. The magnitude of the

minimum peak as well as maximum peak of the normalized current density

(/z) is at lowest value when the nonequilibruim parameter rj = 0 (no hot

electrons). For both (3.0) zz-CNT and (3,3) ac-CNT, as the nonequilibrium

parameter T] gradually increases, the minimum peak as well as maximum peak

of current density also increases until the highest value is attained when

as shown in figure 60 . Hence a

3 dimensional plot also illustrates the effect of hot electrons on both the

minimum and maximum peaks of the normalized current density.

In figure 61, the behaviour of the normalized current density (Jz ) as a

function of the simultaneously applied de field (Ez) when frequency of ac field

for the CNTs stimulated axially with the hot electrons,

represented by the nonequilibrium parameter rj is now considered.

148

/ I
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oTxf

3.3 

P
Figure 60: A 3D plot of normalized current density (/z) versus normalized

k/ k -° c If ;-2.5 4 V—5.0 s*
— *7.5
5.5

amplitude (/?) of the high frequency ac

nonequilibrium parameter value r] = 7.5x10 9

, where v = t 1

y - 2.5 f 
f 5.0 
r 7.5^

5.5
1-1 2.2

500 H
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(j) is much greater than scattering frequency v (i.e a) » v or a)T » 1)
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(i) » V

(a): (3,0) zz-CNT

30 70

Figure 61. A plot of normalized current density (/2) versus applied dc-field

when co »

T — 287.5 K , a) — 10 THz , v = 1 THz orx = 1 ps and cot = 10

monotonic variation of the intensity as applied de field Ez increases from

0 to 180 kV/cm and 350 kV/cm for zz-CNT and ac-CNT respectively either in

the presence

negative ( dJz/dEz < 0) from 0 to about 60 kV/cm and 95 kV/cm for zz-CNT

and ac-CNT respectively and then becomes positive( dJz/dEz > 0) from 60

kV/cm to about 70 kV/cm and from 95 kV/cm to 120 kV/cm for zz-CNT and

ac-CNT respectively. These trends of alternating negative and positive de

differential conductivities are repeated with different ranges of applied de

field.as shown in figure 61. The following observations are made. The positive

differential conductivity ( dJz/dEz > 0) within each range of applied de -field

with or without hot electrons. However, negativeis

I

140 210 280 350
Ez (kV/cm)

differential conductivity ( dJz/dEz < 0) within each range of applied de field
149

(Fz) as non equilibrium parameter
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In figure 61, the normalized current density of each CNT exhibits a non
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differential conductivity when applied de field exceeds about 130 kV/cm and

230 kV/cm for zz-CNT and ac-CNT respectively. Within these ranges for both

zz-CNT and

towards right (i.e. high applied de field) as nonequilibrium parameter 77

increases as shown in figure 61.

In figure 62, the rise and further shift towards right as nonequilibrium

parameter is increased to 3.0 xlO-9 (i.e. rj > 2.0 x IO-9) is noticed.

Therefore, with strong injection of hot electrons at relatively high applied de

field there is peak rise and further shift towards right as shown in figure 62.

0) » v U) »v
I

70

To put these observations in perspective, a 3-dimensional behaviour of

the normalized current density (Jz) as a function of the applied de field (Ez) and

-1 has

been displayed in figure 63 as well as figure 64.
150
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Figure 62: A plot of normalized current density (Jz) versus de field (Ez) as the 

nonequilibrium parameter q further increases to 3.0 xlO“9, when u> » 

u or (jot » 1 for (a) (3,0) zz-CNT and (b) (3,3)ac-CNT ,
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(a): (3,0) zz-CNT
(b): (3,3) ac-CNT

2 -

0 • 0 *

Ez (kV/cm

Figure 63: A 3D plot of normalized current density (/z) versus de field (Fz)

CNT and (b) (3, 3) ac-CNT , T = 287.5 K, to = 10 THz , v = 1 THz or

t = 1 ps and cot = 10

(a): (3,0) zz-CNT

Jz

0 0

Figure 64: A 3D plot ig of normalized current density (Jz) versus de field

(Ez)and nonequilibrium parameter (rf) when co » u or cot » 1 as the rate of

hot electrons injection is further increased for (a) (3,0) zz-CNT and (b) (3, 3)

287.5 K, to = 10 THz , u = 1 THz or t = 1 ps and got = 10ac- CNT, T

As mentioned earlier, as nonequilibrium parameter Y] increases from 0

(figure 64), the normalized

current density of the CNTs exhibits a non monotonic variation of the intensity

(b): (3,3) ac-CNT
/I------------------- i

and nonequilibrium parameter (rj) when co » u or got » 1 for (a) (3, 0) zz-

3
-100—1
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and ac-CNT respectively. The trend of alternating negative and positive dc-

are

displayed by 3D plots in figures 63 and 64 respectively. It has shown for either

zz-CNT or ac- CNT, that the peak of the normalized current densities fall and

shift towards right (i.e high applied de field) as nonequilibrium parameter

when applied de field is either greater than 120

kV/cm( zz-CNT) or 210 kV/cm (ac-CNT) in figure 63. As nonequilibrium

7] further increases to 3.0 x 10 9, the peak of the normalized current densities

rise and shift towards right (i.e. high applied de field) as shown in figure 64.

The current dynamics of a CNT under conditions where, in addition to

the de field causing a NDC, a similarly strong ac field is present, at a frequency

(D somewhat much below the scattering frequency v ( co « v or cot « 1,

i. e a quasi — static ac electric field) is finally analysed theoretically. Here the

ac field plays a twofold role: It suppresses the space-charge instability in CNT

and simultaneously pumps an energy for generation and amplification of THz

radiation at higher frequency [290]. Figure 65 displays the behaviour of the

function of the applied de fieldnormalized current density (/z)

(Ez) when frequency of ac field a) is much less than scattering frequency v

for the CNTs stimulated axially with the hot electrons,co « v)(i.e

represented by the nonequilibrium parameter rj.

152

!

differential conductivities with different ranges of applied de field as

nonequilibrium parameter changes from 0 to 0.4 x 10 9 and 3.0 x 10 9

increases from 0 to 0.4 x 10“9

as a
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(b): (3,3) ac-CNT 1

0) « V

30 180 70

Figure 65: A plot of normalized current density (Jz) versus applied de field

(^)

THz,

As nonequilibrium parameter T] increases from 0 to 13.0 xlO 9, the following

observations are made. The normalized current density has the highest intensity

for T] = 0 (no hot electrons). Upon increasing the hot electrons injection rate,

the intensity of the current density decreases and shifts to the left (i.e., low de

fields). This is caused by the scattering effects due to the increase in electron

phonon interactions as well as the increase in the direct injection rate of the hot

electrons [287].

Unlike when frequency of ac field co is much greater than scattering

exhibits a linear monotonic dependence on the applied de field (Ez) at weak

field (i.e., the region of ohmic conductivity) when frequency of ac field co is

0) « v
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as the nonequilibrium parameter rj increases from 0 to 13.0 x 10 9

u =1 THz or t = 1 ps and wt = 10 4

(b) (3, 3) ac-CNT, T = 287.5 K, go = 10“4

much less than scattering frequency v (i.e co « v) . As the applied de field
153
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increases, the normalized current density increases and reaches a maximum,

and drops off, experiencing a negative differential conductivity (NDC) for both

the zz- CNT and the ac-CNT as shown in figures 16a and 16b, respectively.

As the injection rate of the hot electrons becomes strong enough, the

current density up-turned, exhibiting a positive differential conductivity (PDC)

In this region, the hot electrons become the dominant determining factor [287].

The physical mechanism behind the switch from NDC to PDC is due to the

interplay between the hot electrons pumping frequency(Q/n0), which is a

function of rate of hot electrons injection (Q), and the Bloch frequency (ft),

which dependson the de field (Fz). At stronger de field, the rate of

scattering of the electrons by phonons is well pronounced resulting in the

gradual decrease in the current density with increasing the de field (NDC

region). However, as the rate of hot electrons injection increases, the

corresponding rise in the cunent density due to hot electrons injection now far

exceeds the reduction in the current density due to scattering of electrons by

phonons. Thus, the net effect on the current density from the two opposing

. When axial injection of hot electrons into the achiral

CNTs is strong enough, the nonequilibrium parameter rj exceeds the critical

and the NDC characteristics change to the PDC

characteristics. Thus, the most important tough problem for NDC region which

is the space charge instabilities that lead to electric field domains formation

154

near 70 kV/cm and 140 kV/cm for the zz-CNT and the ac-CNT, respectively.

a switch from NDC to PDC takes place when r} is larger than a critical

sources (with the hot electrons being dominant) gives rise to the PDC

value T]c = 4.5 x 10 9

value tjc = 4.5 x 10 9

characteristics as shown in figure 16 for Y) > 9.0 xlO 9. The desirable effect of
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uniform electric field distribution which usually destroys the

high-frequency Bloch gain can be suppressed due to the switch from the NDC

behaviour to the PDC behaviour [289]. This is mainly because PDC is

considered as one of the conditions for electric stability of the system necessary

for suppressing electric field domains [289]. Hence a critical challenge for the

successful observation of THz Bloch gain is the suppression of electric field

domains by switching from NDC region to PDC region.

function of the applied de field (Ez) and nonequilibrium parameter (77) when

frequency of ac field co is much less than scattering frequency v (i.e co « v)

for each achiral CNT has now been displayed in figure 66,

(b): (3,3) ac- CNT

Figure 66: A 3D plot of normalized current density (Jz) versus de field (EJ

and nonequilibrium parameter (q) when co « u or cot « 1

(i. e. quasi — static case),for (a) (3, 0) zz-CNT and (b) (3, 3) ac-CNT,

T = 287.5K,co = 10

The de differential conductivity and the peak of the current density are at the

highest when the nonequilibruim parameter is zero. For both zz-CNT and ac-

CNT, as the nonequilibrium parameter gradually increases the de differential
155
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conductivity and the peak normalized current density decrease until the critical

nonequilibrium parameter value tjc = 4.5 xlO 9 is reached, beyond which the

NDC characteristics slowly changes to PDC characteristics as shown in figure

66

function of the applied de field (Ez) of dc-ac driven fields as G)T inerreasing

(

presence of hot electrons) and rj = 0 (absence of hot electrons) for each achiral

CNT has been displayed in figure 67.

(b):(3,3)ac—CNT
4,545

35

U)T « 1
art «1

400180

Figure 67: A plot of normalized current density (/z) versus applied

de field (Ez) as wt « 1 increases from 0.01 to 0.17 for (a) (3, 0) zz-

THz or t = Ips

As &)T increases from 0.01 to 0.15, the following observations are made from

figure 67. The normalized current density has the highest peak at cot = 0.01.

Upon increasing the cot, the peak current density decreases until the least peak

is attained when cot = 0.15. Furthermore, there is a switch from NDC to PDC
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Finally, the behaviour of the normalized current density (Jz) as a

CNT and (b) (3, 3) ac-CNT when q = 0 and q = 0.9 x 10 8, u =1
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near 75 kV/cm and 140 kV/cm for zz-CNT and ac- CNT respectively so far as

cot « 1 ( i.e 0.01 to 0.15). Also the differential conductivity (dJ/dEz) in

NDC region is fairly constant as cot increases from 0.01 to 0.17. However in

PDC region after the switch from NDC to PDC, differential conductivity

(dJ/dEz) fairly increases as cot increases from 0.01 to 0.15 as shown in figure

67(a) and 67 (b) for zz-CNT and ac-CNT respectively. In the absence of hot

electrons (77 = 0), there is

high de field) as cot increases from 0.01 to 0.17 for each achiral CNT. Hence,

the current density - de field characteristic shows a negative differential

conductivity when cot « 1 (quasi-static case) without hot electrons and with

switch from NDC to PDC leading to high electric field domain suppression.
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a shift of peak current density towards right ( i.e

), there is astrong enough axial injection of hot electrons (i.e > 0.9 x 10 8
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CHAPTER FIVE

SUMMARY, CONCLUSION AND RECOMMENDATIONS

This chapter is organized into two main parts namely Conclusion and

Recommendations. However, a summary of the entire thesis would be given first

before conclusion and finally recommendations.

SUMMARY

comprehensive theoretical model has been developed to compute and

investigate the effect of hot electrons on the conductivity of carbon nanotubes.

This model is based on utilizing the Boltzmann’s transport equation to derive

mathematical expression for current density. The current density is expressed

as either a function of a homogeneous axial de field (Ez) or a function of

frequency of ac field (co), normalized amplitude of ac field (/?) and

simultaneously applied de field when considering dc-ac driven fields (i.e. high

frequency conductivity) without and with axial injection of hot electrons in

carbon nanotubes. In order to understand comprehensively the basis of the

results, certain physical aspects of the carbon nanotubes have to be kept in

mind.

They are:

i. allotrope of carbon which are long, thin seamless hollow cylinders of

graphene with extremely high length-to-diameter aspect ratio of

28000000:1 which is significantly larger than any other material
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In summary, within the course of the research that formed this thesis, a
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uniform

iii. quasi-one dimensional crystals with translational periodicity along the tube

axis and the motion of their conducting n electrons are considered as a

classical motion of free quasi-particles in the field of crystalline lattice

with dispersion law extracted from the quantum theory

developed by adopting semiclassical approach. The results obtained by

utilizing the model are analyzed and the effect of hot electrons on the

conductivity of carbon nanotubes are summarized in the following subsections

effect of hot electrons on the conductivity of carbon nanotubes under1.

the influence of the applied de field

ii. effect of hot electrons on high frequency conductivity of carbon

nanotubes

Effect of hot electrons on the conductivity of carbon nanotubes under the

influence of the applied de field

In summary, it has been have demonstrated that an axial injection of hot

electrons into undoped achiral CNTs under constant electric field stimulation

leads to changes in the nature of the de differential conductivity. That is de

differential conductivity switching from NDC characteristics to PDC

characteristics near 50 kV/cm and 75 kV/cm for a zz- CNT and an ac- CNT,

respectively when critical noneqilibrium parameter (tjc) is exceeded. Thus, the

destructive electric domain instability associated with NDC can be suppressed,

promising applications in very different areas of science and technology such
159

suggesting a potential generation of terahertz radiations which have enormous

n. atomic thick molecules and the properties of the conducting types are very

By careful considering of the above points, the theoretical model was
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as space astronomy, wideband communications and biosecurity, to name a few

[268].

to the interplay

between the injection rate of hot electrons (Q) and the Bloch frequency (H)

suggests the possibility of observing the effect at both low and high (room)

temperatures .

Effect of hot electrons on high frequency conductivity of carbon nanotubes

Furthermore, the effect of hot electrons on high frequency conductivity

of a CNT under conditions where, in addition to the de field causing NDC, a

similarly strong ac field is applied has been analyzed theoretically. It has been

shown that a suitable combination of the de and ac operating conditions,

unwanted electric domains are suppressed. The main dilemma in the realization

simultaneously to achieve gain at THz frequencies and to avoid destructive

space-charge instabilities. The electric domains are believed to be destructive

for high frequency gain. The ac field plays twofold roles namely the

suppression of the space-charge instability in CNT and simultaneously

pumping of energy for generation and amplification of THz radiation at higher

frequency [290]. It has been also observed that a strong enough injection of hot

electrons caused both the minimum and maximum peaks of normalized current

density to increase at lower frequencies.

A negative differential conductivity (NDC) is observed for a plot of

normalized current density versus de field of dc-ac driven fields on the

condition that the frequency of ac field a) is much less than the scattering

frequency v (a) « v or &)t « 1, v

The tunable nature of nonequilibrium parameter (77) due

= t 1 i. e. quasi — static case).
160

of THz Bloch oscillation is finding operational conditions which allow
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The desirable effect of de differential conductivity switching from NDC

characteristics to PDC characteristics in quasi-static state occurs as usual when

critical noneqilibrium parameter (?yc) is exceeded. The switching occurs about

75 kV/cm and 140 kV/cm for

compared to about 50 kV/cm and 75 kV/cm for a zz- CNT and an ac- CNT,

respectively under the influence applied de field only.

The observed notable differences between the desirable effect of

switching from NDC to PDC under the influence of quasi-static case of dc-ac

driven fields and de field only are summarised as follows:

the critical de field at which NDC occurs is greater in the quasi-static1.

case of dc-ac driven fields than that of de field only

ii. the differential conductivity (d/z/dEz) of the quasi-static case of dc-ac

driven fields is higher than that of de field only.

hot electrons injection rate beyond which there is a switch from NDC toiii.

PDC represented by critical noneqilibrium parameter (tjc) is lower

for the quasi-static case of dc-ac driven fields than that of de field only

for de field only)

The differences are solely attributed to the presence of high frequency ac field.
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a zz- CNT and an ac- CNT, respectively as

fields and tjc ~ 9.0 x 10-9

(i.e. rjc = 4.5 x 10 9 for quasi — static case of ac - de driven
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CONCLUSION

In conclusion, the main aspects of nonequilibrium hot electron

phenomena in

comprehensive theoretical model developed to compute and investigate the

effect of hot electrons on the conductivity of achiral carbon nanotubes. The

effect of hot electrons on the conductivity of carbon nanotube is desirable

although hot electron phenomena in many cases are nuisance [1]. This could

be attributed to the fact that a strong enough axial injection of hot electrons (i.e.

when critical nonequilibrium parameter is exceeded) in each achiral CNT

tough problem associated with NDC which is the destructive electric domain

instability can be suppressed as a result of the switch from NDC to PDC,

predicting a potential generation of terahertz radiations generation at low and

high (room) temperatures.
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achiral carbon nanotubes have been studied and a

affects its conductivity resulting in a switch from NDC to PDC. Thus, the
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RECOMMENDATIONS

Research work presented in this thesis on the effect of hot electrons on

the conductivity of carbon nanotubes opens up a range of possibilities for

further research work in this area. Briefly, these possibilities are:

this work could also be done using doped achiral carbon nanotubes instead1.

of undoped types considered.

ii. the extension of this work could probably be to investigate the effect of hot

electrons on the conductivity of chiral carbon nanotubes since the work

done so far is on only achiral carbon nanotubes.

iii. the study of the effect of hot on the conductivity of single layer Graphene

Nanoribbon could be considered

a research could also be done on the effect of hot electrons on the thermaliv.

conductivity of carbon nanotubes since only the electrical conductivity has

been considered in this thesis.

163
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APPENDICES

APPENDIX A

CURRENT DENSITY FOR ZIGZAG CARBON NANOTUBE IN THE

ABSENCE OF HOT ELECTRON SOURCE

Motion of electrons using the semiclassical Newton’s law (neglecting

(Al)

where Pz and e are the axial component of the quasimomentum and the

electronic charge of the propagating electrons respectively

Bloch frequency Q for zz — CNT is given by [275] :

(A2)=

where a is the lattice constant of the zz-CNT.

The energy for zz-CNT is expressed as [275]

(A3)

3.0eV is the overlapping integral, Ap^ is transverse

(A4)

201

scattering), if a static electric field Ez is applied along a z- axis of an undoped 

single-wall carbon nanotube is given by

f(sAp0,pz) = £s(pz)

?/2

= ±/o [1 + 4cos(apz)cos sAp^^

dPz 
dt

where y0 ~

aeEz
“h”

7 / a 
+ 4cosz sAp^

= eEz

quasimomentum level spacing and s is an integer.

The - and + signs correspond to the valence and conduction bands respectively.

The expression for lattice canstant a in equation (A3) is given by

3^C—c

a = ~2T
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P<t> = sAp0 = (S = 1, ...,71) (A5)

+■ eEz(t) + S(p) (A6)

where S(p) is the hot electron source function, f0(p) is equilibrium Fermi

distribution function, f (p, t) is the distribution function, vz is the quasiparticle

group velocity along the z-axis of carbon nanotube and t is the relaxation

time. Expanding the distribution functions of interest in Fourier series as

(A7)

and

(A8)

for zz-CNTs,

is the coefficient of the

counterpart.

202

quantization of the quasimomentum P, its transverse 

component p0can take n discrete values,

0-142 nm is the C-C bond length 

Due to the transverse

ttV3s

an

[/(p) ~/o(p)]
T

where ac_c =

mp)
$Pz

eiarPzipv(t)

+ Vz

For simplicity, a hot electron source S(p) of the simplest 

font, given by the expression (A9) is considered.

where 8(p0 - sAp0) is the Dirac delta function, fTS

Fourier series and ^(t) is the factor by which the Fourier transform of the 

nonequilibrium distribution function differs from its equilibrium distribution

n

ftp, t) = tip# ), 8(p0 - sAp0) As
s=l r*0

q iarpz

is described by the Boltzmann kinetic

equation in the form as shown below [275,283]

3f(p) , df(p)
~+v’~

n

/o(p) = &P<p £ 8(P0 - * W As 
s=l r*°

Considering the presence of hot electrons source, the motion of quasiparticles 

in an external axial electric field i

© University of Cape Coast     https://ir.ucc.edu.gh/xmlui

Digitized by Sam Jonah Library



(A9)

where fs(p) is the stationary (static and homogeneous) solution of equation

(A6 ), Q is the injection rate of hot electrons , n0 is the equilibrium particle

density, (p and<pz are the dimensionless momenta of electrons and hot electrons

= apz'/h for zz-

CNTs . We now determine the electric current density of the zz-CNT for the

case when there is no hot electron source present. Substituting equations (A7)

and(A8) into equation (A6) and setting S(p) = 0, (A10) is obtained as

(A10)

(All)

Then by differentiating equation (All), (Al 2 is obtained as

-iearEzt (A12)

Substituting (A12) and (Al 1) in eq (A10), C(t) is finally obtained as in (A13)

C(t) =

(A13)

(A14)

203

.exp t

.exp *

3C(t) 
dt

dt

dC(f) 
dt

d ^y(t) 

dt

Substituting equation (A13) into equation(All) , xpv(t) is obtained as

t 1
T = —

T

1 
-exp

Solving the homogeneous differential equation (A10 ), V^(t) is obtained as

h no

+ (tearEz + ^v(t) = -

1\ 
leraEz + - I C(t) exp

exp~iearE^. exp

= C{t)exJp~ieraEzt

respectively which are expressed as <pzz = apz/h and (p'zz

xpv(t) = C(t)e-^‘e“rEz+^dt

expiearfzt.expT 
(1 4- iearEzT)

LearEzt.exp<dt

+ iraeEzT)
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Therefore

(A15)^v(t) =

both sides of equation (A8) is multiplied by

exp iamPz, and then integrate

Thus

o

(A16)frs =

But,

/o(p) =

Therefore, from equation (Al 6),

(A17)frs =

Now we apply the surface current density which is generally defined by

f(.P, t) vz(p')d2p,jz =

or

(A18)

204

2n/a
exp

n
* frs 

r^O

a
2/rAp^

1
1 + exp {£s(pz)/fcB'r)}

V

(u + irDzz)

27t/a

/o(P) exp-iarPz dpz

2n 
n a

2^ / f fa’ S^P<P’ V’vCO) vz(.Pz> S^p<t>>)dpz 
S=1 o

over the periodic interval 0 < pz < 2n/a.

2e 
(2nh)2

where £lzz

To find the coefficients frs,

exp larPz
1 + exp fe(pz)//cFT)} dpz

2n/a
f0(P) e~iam^

r*0 u

r2n/a

Jo

‘zdpz

= aeEz, v = 1/r and h = 1

-ia(r-m)pzdpz

—f 2ttAp0 Jo

2tt 
~Sr.m

n

= Ap<p
S=1

2e
7z“(2^ft)2
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Where the integration is over the first Brillouin zone, vz is given by

(A19)

Now expanding

determined

(7120)

Multiplying both sides of equation (420) by exp (—iampz') and integrating

over 0 < pz < 2tc/a , £rs is obtained as in (A21)

(A21)
o

where £s (pz) is given by equation (A3)

From equations (A19) and (A20)

(A22)

From equation (A7),

205

2n/a
exp^(.r-m^dpz

teS<JPz) 
dPz

9(grsexpiarPz) 

dPz

~ Yo / £rs  $r ,m a
r*o

£(pz,sAp0) = £s(pz)

uz(pz,sAp0) =

= Yo^iar £rsexpiarPz 

r*0

=>'”1'4
r*0 u

Therefore I 
Jo

Vz^Pz.si^p^ = y0 V

r*0

2nfa
£s(pz)exp-iarPzdpz

2n/a 2n
£stpz')exp~iarPzdpz =Y0£rs — 

i a

2n/a
£s(pz)exp“iamPzdpz

= Yo £rs expiarPz
r*0

f(p, t) = &Pct, y, frs expiarp^
r*0

^s(Pz)/^ jn Fourjer series with coefficients to be

a
^rs = □ 27ry0

27T

a
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or

(A23)

Substituting equation (A23) and (A22) into equation (A18), the current

density for zz-CNTs is obtained as

dpz

(A24)

(A25)

So from equations (A24) and (A25) , jos obtained as

(A26)

Noting that each of r and r' is summation from —ooto +oo, equation (A26) is

integrated and jos is obtained as

r and r' summations are taken over 1 < r < ooandl < r' < oo,Here, the

therefore a factor of 2 is required to account for each of r and r'summation

from —00 to 4~°°-
206

2n
a
j eia(r+r')pzdpz

0

n oo oo

yoabp<t>
s=l r=l r'=l

r frs&rs

tfrSe 
r*0

ia r'Sy
2e 

(2nti)2

2e
(Zrtft)2

ia rr8rse
■r'^0

n

5=1

But current density for zz-CNTs jfz can also be written as

iar’pz

dpz

dPz

2n
71 a / \ /

Y°a^p<i> 2/(2frseiarPz i (Xs=l o \r*0 ' \r'*C

n

YoaLp<t> EXE r frs^rs 
s=l r*0 r'*0

j? = iarp^M

f (pz, SAP*, (t)) = Ap^ y frs expiarPZ V>„(t) 

r*0

2tt

V5r--r'

• piarfpz 
rs^

2e
Jos ~ (27rft)z

2lt 
n o- /

s=lo

y iar'Erseiar'P^
>r'*0

2n
2e n a /

(27T/i)z Iy°aAP* y, / I ^/rs e
s=l o \r*°
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(A27)

(A28)
h2n

Jos — (A29)

Substituting equations(A29) and (A14) into equation (A25) , jJz is obtained

as

= i (A30)

Considering only the real part of equation (A30), jzz is obtained as

(A31)

= aeEz and h = 1

207

n
* frs£rs

s=l

TL

* frs£rs 

s=l

WT e2y0 
h2n

4a/3" e2y0 
h2n

2e 
(271/1)2

4V3~ e2 
h2n

n

J frsErs

5=1

where, v = 1/r, flzz

r2Hzzv
+ r2(Hzz)2

f f^zzT

1 + (rflzzr)

r=l 5=1

n 71 oo
2-7T i

~YoaAP'pl 2_JZ_,r^rs£rs
s=l r=l

Simplifying the constant terms in (A27)

:zz
Jz

iiz =
71

* frs^rs

s=l

2e n oo

Jos = (2nK)2 YoaAV<P 4 rfrsErs 
s=l r=l

r=l

4VT e2y0 
h2n

4V3~ e2y0y 
h2n

r=l

— g2 fl2A„ A - 4g2 A 4g2 4^" e2y°

(2^h)2 a Y°a ~ = ^Y0a~ =

r2aeEzT
A 1 + (raeEzr)2 
r=i

co
ru

2j (u + irflzz)
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quasiparticles in an external axial electric field is described by the Boltzmann

kinetic equation in the form

(Bl)4- eEz(t) + S(p)

where S(p) is the hot electron source function, f0(p) is equilibrium Fermi

distribution function, f (p, t) is the distribution function, vz is the quasiparticle

group velocity along the z-axis of carbon nanotube and t is the relaxation

time. The stationary homogeneous distribution function /s(<P) in presence

of hot electron source is given by

(B2 )fsW = fsW + f'W
where fE(p) = f(p) = = ru/(v + irU2Z) (B3)

Substituting equation (B2) into equation (Bl), (B4) is obtained as

(B4)+
o

Solving the homogeneous differential equation (B4), /'(^) is obtained as

(B5)= C(<p)e

Then by differentiating equation (B5), (B6) is obtained as

(B6)+

(B7)
208

d/(p) 
dt

Substituting for f'O) and df'((p)/d(p in equation (B4), C(<p)is obtained as in

APPENDIX B

CURRENT DENSITY FOR ZIGZAG CARBON NANOTUBEIN THE

PRESENCE OF HOT ELECTRON SOURCE

df(.P) 
dpz

LftzZ nO^ZZ-*

QdCtf) 
d(pd(p

dfrW 
d(p

dx
[/(p) ~/o(p)]

T

V [ . (2 1
g \flzz nonzzJ

Q 
Hq^ZZ

as shown below [275, 283]

Considering the presence of hot electrons source, the motion of

’ v

/,'((^) = C(cp)e 1°^ notozz-
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=> C(<p) = (B7)

Introducing Dirac-delta transformation

ir(<p-<p') (B8)

Substituting equations (B3) and (B8) into equation (B7) to obtain equation

(B9)

C(<p) =

<p (B9)

(BIO)

(Bll)

Current densityfor zz- CNTs in the presence of hot electron source ;zz is

given by

(B12)

Recall for zz-CNTs,

209

-/e(<P)U 
o

U

(u + irflzz)

dC(<p) 
dcp

/E(<p)]e

Substituting equation (B9) into equation (B5), fQcp} is obtained as

5(<P - <p'} = J-V e 
2714-1 

r

^zz ’ n0(lzz^ dcp

n^y
‘n0Zu

aQ 
2n£lzz

aQ 
2ti£Izz

£lzz

no

aQ
2tc£Lzz

aQ n= ~8((p-(p')-£LfE((p)

i—+-ML^ZZ nO^ZZ->

y nzze^
(JtQ.zz + V + TJzz^zz) r

aQ 
^■zzao'

^dcp

e-ir^

e^z;

bzz * Hofizz] d(p

71 {^Slzz + v + nJ

f IV - 9no J Zu nzzn,
V r

where the nonequilibrium parameter T]zz = Q/£lzzn0

. r U ------------------------
(v + ir£lzz)

m ye-w_____
n0 J U—< (u + irnzz)k r

n
1 ^josfs W 

S=1

I—+-M g Ulzz fto^ZZJ
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(B13)Jos =

(B14)

obtained as

jzZHE = i

(BIS)

210

\ n

I S=1

ru
(u + irUzz)

1)

(y + irflzz)

________ r^zz________

(ir£lzz + v + ??nzz)+ T]zz

oo n 
^/^/rs^rs 

r=l s=l

Substituting equation (B2) into equation (B12)

Substituting equations (B3), (BIO) and (B13) into equations (B14), jzzHE is

21V 2ttZj 
r

e2y0 
h2n

n
jzZ = i^ioslfE (<p) +

S=1

4V3~ e^py1 
h2n 2-i 

r=l
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(Cl)

are the axial component of the quasimomentum and the

electronic charge of the propagating electrons respectively

Bloch frequency fl for ac-CNTis given by [275] :

(C2)

Here, a is the lattice constant of the ac-CNT.

The energy for ac-CNT is expressed as [275],

(C3)

for lattice canstant a in equation (C3) is given by

(C4)

211

APPENDIX C

CURRENT DENSITY FOR ARMCHAIR CNTIN THE ABSENCE OF 

HOT ELECTRON SOURCE

Motion of electrons using the semiclassical Newton’s law (neglecting 

scattering) if a static electric field Ezis applied along a z- axis of an undoped 

single-walled carbon nanotube is given by

?/2

s(sAp0,pz) = £s(pz)

= ±/o [1 + 4cos(asAp^,)cos \j=Pz

' a

quasimomentum level spacing and s is an integer. The - and + signs 

correspond to the valence and conduction bands respectively. The expression

where Pz and e

dPz 
------- — p p
dt z

+ 4cos2

where ac_c = 0.142nm is the C-C bond length

where y0 « 3.0eV is the overlapping integral, Ap^ is transverse

aeE? o =-----
ac V3h

c
a== 2h

a
3
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Due to the

(C5)(s = 1,..., n)P<p = sAp# =

shown below [275 283]

+ e£z(t) + 5(p) (C6)

where S(p) is the hot electron source function, fo(p) is equilibrium Fermi

group velocity along the z-axis of carbon nanotube and t is the relaxation

time.

let b = a/-\[3

Hence expanding the distribution functions of interest in Fourier series as

(C7)

and

(C8)

for ac-CNTs

Fourier series and i^„(t) is the factor by which the Fourier transform of the

dt
df(p) 

dx

form given by the expression (C9) is considered

212

n

f(p, t) = Ap^ §(p0 - sAp^) fTS elbr^ipv(t) 
s=l r^O

LTCp) -/oCp)]
T

or a = bV3

distribution function, f (p, t) is the distribution function, v;

nonequilibrium distribution function differs from its equilibrium distribution 

counterpart. For simplicity, a hot electron source S(p) of the simplest

equation in the form as

transverse quantization of the quasimomentum P, its transverse 

component p0 can take n discrete values,

+ vz
dPz

eibrpz
n

/•0(p) = Ap0 5(p0 - sAp0) frs 
s=l r*o

where 8(p^ — sAp^) is the Dirac delta function, frs is the coefficients of the

is the quasiparticle

7rV3s
an

Considering the presence of hot electrons source, the motion of quasiparticles 

in an external axial electric field is described by the Boltzmann kinetic
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electrons respectively which are expressed as

= apz'/y[3h for ac-CNTs

The electric current density of the ac-CNT for the case when there is no hot

electron source present is now determined. Substituting equations (C7) and

(C8) into equation (C6) and setting S(p) = 0, (CIO) is obtained as

(CIO)

(Cll)

Then by differentiating equation (Cll), (C12) is obtained as

-iebrEzt (C12)

in (C13)

=* C(t) =

(C13)C(t) —

213

dt

where fs(p) is the stationary (static and homogeneous) solution of equation 

(C6 ), Q is the injection rate of hot electrons , n0 is the equilibrium particle 

density, (p and cp' are the dimensionless momenta of electrons and hot

1\ 
ierbEz + -1 C(t) exp

3C(t) 
dt

d Q 
dt

£.exp t

.£ 1
T = —

T
-iebrEzt^ eXp

Substituting equations (C12) and (Cll) in equation (CIO), C(t)is obtained as

-expiedrFzt.exp*. dt 
T

+ (iebrEz + |

<Pzz — “Pz/V3?l and <p'zz

= C(t)exp~‘erft£zt

9C(t) 
-aTexp

= C(t)e-^iei’rEz+?]dt

eXpiebrFzt expr 

(1 + iebrE^)

. exp“*

Solving the homogeneous differential equation (CIO ), i/>v(t) is obtained as

Recall, b = a/VT or a = by/3

Hence substituting equation(C13) into equation(Cl) , xpv(t) is obstained as
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’Mt) = (C14)

Therefore

t) = (C15)

where ft,

Thus

-ibmp.

=fip.

(C16)

But,

Therefore, from equation (C16),

(C17)

Surface current density is generally defined by

/(p. t)vz(p)d2p.

or

214

n

= hP# frs
r*0

U

(u + irflac)

frs

1
(1 + ir~=eEzT

dPz

exp ibmP.

ac — aeEz/yf39 v = 1/t and h — 1

2n/a
exp~ib^r~m^Pzdpz

21z/a exp~ibrPz
, 1 4- exp fe(p2)/kBT)}

'2 dPz

2n/a
/o(P) exp~ibrPzdpz

n

'<p /, s(.p<p - s^) y frs I 
s=i 7^ j°

To find the coefficients fr

— f 2?rAp0 Jo

2e
Jz~(Z7rh)2

27T
— 5r,m

2n/a
/o(p)e

rs, both sides of equation(C8) is multiplied by 

z , and then integrate over the periodic interval 0 < pz < 2tt/a.

1
fo<iP) ~ 1 + exp (£M/kBT)}

^rs Znhpj, Jo
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iz =

(C19)

to be

determined

Multiplying both sides of equation(C20) by exp (—ibmpz} and integrating

over 0 < pz < 2n/a , we have,

Es(pz)exp

(C21)Ers =

(C22)

From equation (C7 )

215

= FoJ/rs exp£brPz (C20) 

r*0

27t/a
ss(pz')exp-ibrPzdpz

“ Yo / £rs~^r,m 
CL 

r*0

2n/a
expib(r-m)Pzdpz

d^sCPz) 
dPz

A^.sbp^ = £s(Pz)

in Fourier series with coefficients £rs

v-A^Pz.s^^Yo^

r*o

where £s(pz) is given by equation (C3), From equations (C19) and (C20) 

d(Ersexp‘brPz) _ 

dPz

»z(pz>shp,p) =

y0 ibr £rsexpiarpz
r*0

=y"S'"/0
r*0 u

Now expanding £s^zVy0

2n/a
^(Pz)exp“ld7npzdpz

Therefore J027r/a

— f 271/0 Jo

^IE
2e n a(27rfi)z^/ f (Pz'Skp't,, vz(pz,sAp</>)dpz(C18) 

s=l o

~ibrPzdpz =Yo^

Where the integration is over the first Brillouin zone, vz is given by

271

a
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(C23)

(C24)

But current density for ac-CNTs j™ can also be written as

(C25)

Jos =
r'*0

Jos ”

(C26)jos =

216

and (C22)into equation (C18), the current 

is obtained as

Noting that each of r and r' is summation from -ooto +oo and integrating 

equation (C26 ) and jos is obtained as

frse^

5=1 r*0 r'^0

r frs&rs

ib r'£rselbr'Pz I dpz

2e 
(2nh)2

Substituting equations (C23)

density for ac-CNTs 
Jz

dPz

dpz

lbr^ ^„(t)

or

f (pz> sAp<t>, = Ap0 frs exp 

r*0

f(p, t) = hP<p £ fTS exp^z ^(t) 
r*0

27T

n a / \ /

5=1 Q XrsfcO / \r'*C

2n

2e n a /

s=lo Xr*0

2rt

;“e = (2^piy°faAp*S/fe 
s=lo \r*0

27T
a

J1 eia(r+r'^dpz
0

ibr'£r^ibr'Pz

J Xr'*O

n

S=1

So from equation(C24) and (C25) , expressaion for jos is obtained as

ib rr£rseibr'Pz 
•r'*0
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Here, the r and r' summations are taken over 1 < r < ooandl < r' <

therefore a factor of 2 is required to account for each of r and r‘summation

from —oo to 4-oo.

Jos ~~ (C27)

Simplifying the constant terms in (C27)

yoh2Ap(/)4 = Yoa^P<p

(C28)

(C29)Jos

as

(C30)

is given by

217

2tt 
a

n

frs£rs
s=l

r frs^rs

rfrs^rs

ru
(v 4- irQ.ac)

4 e2y0 

4^h2n

4e2
(V3)2 7th2

4e2
(y/3)2jih2

4e2y0 

y/3h2n

2e2 2tt

(27th)2 a
Ze2 

(27th)2
(^=) =

2C 71 co

Jos = (27r/t)2y°fo2A^24^ 
s=l r=l

2e n co co

jos = (^y7ob2^Y2Y2Y 
s=l r=l r'=l

Considering only the real part of equation (C30), j°c

n 00

y0b2Ap^4 Tfrs^rs 
s=l r=l

7tV3
YoG------an

2tt

ifc =
r2aeEzT

A* 14- (raeEzTj 
r=l

2tt o v5r-"r'

71

~2 frs^rs
5=1

2e 2tt

(27th)2 a

9 co n 
4e2y0V Vr 
vrA2n21rZ/-£-

Substituting equations (C29)and (C14), into equation (C25), j“c is obtained

,ac . 4 e2y0 Y
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(C31)

218

n

frs£rs

s=l

n
2^frs£rs 

s=l

r2nacT
1 + (rflacT)2

:ac 
Jz

4 e2y0 y
V3”h2n^—<

r=l

r2O.gcV

2 + r2(ftac)
= 4 eZy° V _V3'ft2n^-< v 

r=l

where, v = 1/t , £lac = aeEz/4^ and h = 1
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APPENDIX D

CURRENT DENSITY FOR ARMCHAIR CARBON NANOTUBE IN

THE PRESENCE OF HOT ELECTRON SOURCE

Considering the presence of hot electrons source, the motion of

quasiparticles in an external axial electric field is described by the Boltzmann

(DI)+ S(p)

where S(p) is the hot electron source function, /0(p) *s equilibrium Fermi

distribution function, f(p, t) is the distribution function, vz is the quasiparticle

group velocity along the z-axis of carbon nanotube and r is the relaxation

time. The stationary homogeneous distribution function fs(<p) in the presence

of hot electron source is given by

(D2)/s(<p) = /e(<P)+/'(<p)

/£(p) = f(p) = ’Pv(t) = ru/(u + irftac) (D3)where

Substituting equation (D2) into equation (DI), (D4) is obtained as

(D4)

V

(D5)f'(ip) - C(<p)e

(D6)

in (D7).

219

dC(<p) 
dtp

dx

kinetic equation in the form as shown below [275 283] 

g/(p) 
dt

-fsW
■o

Q 
TT-o^ac

[f(p) ~/o(p)] 
r

df(p) 
dPz

df'W
dcp

Substituting for /'(<p) and df'(.(p)/d(p in equation (D4), C(<p)is obtained as

ag/ V

d(p

Solving the homogeneous differential equation (D4), /'(<p) is obtained as

+ vz

-[—■ 
C(cp) e

Then by differentiating equation (D5), (D6) is obtained as

—- <p') 
^ac

+-^-\cp

■^[aac * Hoflac-l6^ = C(<p)e ^ac

V
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(D7)=*• C(<p) =

Introducing Dirac-delta transformation

(D8)

Substituting equations (D3) and (D8) into equation (D7) to obtain equation

(D9)

£(<?) =

(D9)e

Substituting equation. (D9)into equation (D5), is obtained

(DIO)

= Q/n, (Dll)

given by

(D12)

Recall

220

n

== i j josfs G?0
5=1

-JeW o

[—+-M?Lilac Mo^ac-l
(u + rrflac)

Where the nonequilibrium parameter T]ac

__________ ^ac__________

(irttac + v + r?nac)

[- V Q 1 
g Lfiac^'no^ac-I<^

-Im O.Q
: -V'}-

A L

aQ 
27rnac

Current density for ac-CNTs in the presence of hot electron source

Q

r

aQ 
2n£lac

'acno

aQ 
27rflac

:ac 
Jz

[ u , QI 
gUlac no^ac^ d(p

j^cis

8(<p — a/) = —
27rZ-ir

— J e^(<p-<p') 
0 \ r

e~ir(p'

/e,(<p) j e^ac 1 n°nac^ d<p

dC(<p) _[JC+_Q_
— e Lilac nonac. 
O(p —fEM^acno

. , Ve~tr(p---------------------------
(u + irnac)

____y__
n0J Z-i (u + irLlac~) 

k r

^•o \ * f^ac

n0 (irQ,ac + V + £)
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(D13)Jos =

Substituting equation ( D2) into equation (DI2)

(D14)

is

obtained as

j^HE = i

"b ^lac

U (DIS)

221

co n

r frssrs
r=l 5=1

fl) 

(v + tr£lac)

x n

(v + ir£la(j\
I s=l

n0 V rD.ac
271 Zu (ir£lac 4- v + r]Q.ac) 

r

n
jz = i^j0S[fE W + f'W] 

S=1

Substituting equations (D3), (DIO) and (DI3) into equation (D14), jzn e

4VT e2y0 
h2n

e'ir<f>’

4V3~ e2ypy< 
h2n i 

r=i
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APPENDIX E

HIGH FREQUENCY CONDUCTIVITY OF ZIGZAG CARBON

NANOTUBES IN THE PRESENCE AND ABSENCE OF HOT

ELECTRON SOURCE

shown below [275 283]

+ S(P)(E1)+■ eE(t)

Finding the high frequency conductivity in the nonequilibrium state for zz-

and wave-vector k of the

form

(E2)

(E3)

Substituting equations(E2) and (E3)into equation (El), the expression below

is obtained

-/oGp)]

Rearranging yield

eE.

^-foW

(E4)Therefore,

222

W) 
dt

where a = — (w + iVz)/f^zz

dfsW 
dt

dfs(<p) 
dx

dfs(<P) 
d(p

dfsW 
dcp

dx
[/(p) ~/o(p)]

T

Boltzmann kinetic equation is given as

CNT by considering perturbations with frequency a)

+ VfcO.K

f = fSW + fto.K'

, dfa),ke
z dcp

+ vz»/»£ o-i(i)t+iKz
~ ^)u.Ke

dfCp) 
dpz

+ ”z

Eg>,K 

Ez

— ~PzlfsOP) "h fa>,K

Eq),k

^^ + i[a + {Kvz/nzz)]f(11,K = 
dcp

e-ia)t+iKz

g-iCi)t+iKZ

E(t) = Ez + E^iK

-iCdt+iKZ
e-i&)t+iKZ =

z>-io)t+iKZ t?

g-i.(i)t+iKZ

dfa,Ke-iutUKZ 
dtp

e-i^iKZ _

e-i^t+iKZ + eEz

p-iait+iKZ dfs(-<P') 

dcp

p-ia>t+iKZ dfstV) 
dcp
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where

(E5)

Substituting equation (E5) into equation (E4)

(j),K

For simplicity, considering the first term by putting r =1 and s=l

[cos(<p) + j/Wj)C = (E6)

is obtained as

(E7)

Where

223

+ i U-F

A>,k

d(Erselr<p') 

dPz

_ d£s(pz)

dPz

Now expanding £s(pz)/y0 in Fourier series

aPz

dcp

Vz

The velocity of the zigzag carbon nanotube is expressed as:

c(pz,sAp0) = £s(pz)

dfcD.K 

dcp

vz((pz,sAp0) =y0^

r*0

D KYoa

Eq,,k SfsW
Ez dtp

Then by differentiating equation(E7), (E8) is obtained

eir<p

Eu.k dfsW
Ez d(p

Solving the homogeneous differential equation (E6), f^K

= c(<p)e-‘f“+l^'sin<:'/’^l'<:cos<''p')^

, f . .'O'oa 
+ T + lO

ir 8rs\.^<r(p) + ism(r(p)] 
zz r*0

= To Ers
r*0

vz{pz> s&P<fj)

^Yzir^eir<P
r^O

~h~ y t tr £rs[cos(r(p) + isin(r<p)] 
r*0
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— i{a + i/?[sin(<p) — iKcos(<p)]}C(/p)

x ef£a+^[sin(v)-iKcos(<p)]}^ (E8)

£(<?) = (E9)

Introducing the Jacobi-Anger expansion which is an expansion of exponentials

of trigonometric functions in the basis of their harmonics:

(v) excos(p+ysinO

(E10)

where 3 = apz

224

Substituting equations (E7) and (E8) in 

shown below

e-da+pisin^-iKcos^^q} 

e ia(pd(p

dC(<p)

dfsW 
d(p

dfsW 
d(p

dC(<p) 
d(p

dfsW 
d(p

dJ^
d<p ”

equation (E4), C(<p)is obtained as

E(D,K 

Ez
ei{a+i/?[sin(<p)-iKcos(<p)]}<p

E(i),K 
Ez

eim(e+(p')
00

= 2 ^(V^+y2 
m=-co

eim9

(vi) exstne

00 

(n)eixcosS - £ tkkjk^eike 

k=-co

oo= 2 ^eim9
m=-oo

oo

y IMe™e

m=—oo

00

m--co

00

(i) e~ixcos8 = V i

k=—<x>

00

(iv) excoSe+ysine = /m (Jx2 + y2
m=-co

~k kJkQx)e~ike

00

(iii)excose= V zm(x)eime

m=-oo
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C(<p) =

C(<p) = I

(Ell)

Substituting (Ell) into (E7) yields

(il,K

Using the Jacobi-Anger expansion (E10)

Putting expression (B3) and (BIO) into the integrand in equation (El3),

expression below is obtained

dcp

+

00

X
(i), K

m,

225

CO 

m=—oo

OO 00

m=—oo fc=—co

+/'(<?))
Ez dcp

fd),K

V

(v 4- irttzz)
v

(v 4- ir(lzz)

£lzzeir(p 
(irQ.zz 4- v + 7?nzz)

(P)jm-l (PVm-l (jty&zz 
a) 4- iv — mUzz

Ew,k 
Ez

imi kkrnjm(^jk(fi)Ik(^Im(^)Cizz 
a) 4- iv — m£lzz

n0 V
r

d(/E(ffl) + /' w) 
dcp

e[p[sin9-icos0]- im]

00

2'
m=—oo

co 4- iu — mf2zz

00 

m=-co

e~ir^

E(D,K 4- /z(<jO))

Ez dcp

J Ez

Ez d<p

E^.k d(fEC^ + /'W) d (E12)
Ez dcp

Introducing indices m = k + I into equation (E13)
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+ (E14)

can also

be written as

(E15)

For zz-CNTs, recall from equation (A27) that

(E16)Jos ~

Substituting equations (E14) and (E16) into equation (E15), jzh E is obtained

as

jZZZHE = i - X

(E17)

In the absence of hot electrons, the nonequalibrium paramrter for zz-CNT

Jz

current density of zz-CNTs in the absence of hot electrons jJz is given by

226

I 
r

U

(u + irQzz)

n

firsts
1=1 S=1

4y/Te2Yo 
nh2

u
(v + irHzz)

rQ.zzeir<p 
(irilzz + v + r/ilzz)

00

X
m, L=-co

v + irQzz

(F)jm-l (JWm-l (/?)flZZ
&) + iv — m£lzz

rv 
(u + irflzz) J S=1

no 
^Izz^.2n

y £lzzeir(p
(trflzz 4- v + tj£1zz)

But current density for zz-CNTs in the presence of hot electrons jzzH e

n0 V
. r

e^'

e~ir(p'

4VT e2y0 
nh2

n
JzZHE = i ^JostfahK) 

s=l

;zrz could be obtained from equation (E17) by setting^ = 0. Therefore, the

T)zz = 0, hence the current density for zz-CNTs without hot electron source
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co

= i

(E18)

227

a) + iv — mQ.zz
w

(y + irflzz)
nt,

tZZ 
Jz

^EZ r £
---- / Jrs^rs

s=i

4 V3e2y0 
nh2 2^ 

r=i
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APPENDIX F

HIGH FREQUENCY CONDUCTIVITY OF ARMCHAIR CARBON

NANOTUBES IN THE PRESENCE AND ABSENCE OF HOT

ELECTRONS

Boltzmann kinetic equation is given as shown below [275, 283]

(Fl)+ eE(t) + 5(p)

Finding the high frequency conductivity in the nonequilibrium state for ac-

CNT by considering perturbations with frequency w and wave-vector k of the

form

(F2)

(F3)

Substituting equations(F2) and (F3) into equation (Fl), expression below is

obtained

-foGiP)]

Rearranging yield

eE-

+ fo(<p)

Therefore

228

fW) 
dx

dfs((p) 
dt

dfsW 
dx

dfstv') 
d(p

df(p) 
dt

[/(pWoCp)]
T

, dfa>,ke
dtp

f = W) + L,k

df(p) 
dPz

+ Vz

+ VZ F ikfu.K

+ Vfu,K

E(t) = Ez + E^K

— ~fzt/sG0) "F A),K

e-ia>t+iKZ =
-ia)t+iKZ

g-i(jjt+i.KZ

o-i(ji)t+iKZ

g-udt+iicz

e~-ia)t+iKz

p-i6)t+iKZ

p-ia)t+iKZ

—^p +e^k

e-i^iKZ _

e-i<Dt+iKZ + eEz

p-ia>t+iKz^l 
d<p

'-iut+iKZ9^!

d(p

~^~^EZ
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(F4)

Now we expanding £s(pz)/y0 in Fourier series

where (p = apz/h^3

(F5)

Substituting equation (F5) into equation (F4)

For simplicity, considering the first term by putting r =1 and s=l

[cos(<p) + isin(<p)]jf<.,,K = (F6)

(F7)

where

229

ir ers[cos(r<p) + isin(r<p)] 
r*0

d&seir<p) 
dPz

+ i\a 4

/^adAo,K “dcp

Solving the homogeneous differential equation (F6), is obtained as

=TZir s->e,r’ 
T*0

_ d£s<Pz) 
dPz

dfu,K 
dcp

df<o.K 
dcp

vz((pz,sAp^>) =y0^ 
r*0

fio.fc dfs(cp)
Ez dtp

KVZ

eir<p

Yoa v7 =------nac/t

where a = - (w + ivz)/aac

The velocity of the zigzag carbon nanotube is expressed as

/ = ^•^)e-if{a+i^[cos(r<p)+iKsin(r<5o)]}d<p

= c ((p)e~^a+i^^sin^r^~iKCOS^r(p^

Kyoa
ir£rs [cos (rep) + isin(r<p)]

ac r*0

vz(pz,s^p<p)

, ■( L.^oa + lr + lO

nac/t

Eco.k dfs(cp)
Ez dcp

Ea,K dfs(<p)
Ez dcp

£(pZ>s^P(/>) — £$(pz) — £rs
r*0
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Substituting equations (F7) and(F8)

shown belowe

(F9)

expansion of exponentials

of trigonometric functions in the basis of their harmonics:

(F10)

230

Introducing the Jacobi-Anger expansion which is an

d(p

dC(<p) 
d(p

dfsW 
d<p

e~{ia+p[sin(r(p')-iKcos(r<p')]}<p _

*

E(i),K 

Ez

in equation (F4), C(<p)is obtained as

Then by differentiating equation(F7), (F8)is obtained as shown below

9L,k
dtp

Eg),K 

Ez
ei(a+tp [sin (r<p) - iKCOs(r<p)]](p

eime

(Vi) exSin6

(iii) excosd

X e^a+^tsin^r<P)-iKcos(r<p)]}<p (pg)

co

= £ ikkjk(x)eik6 
k=-co

ei.m(0+(p)

^etxcoSe

CO

= ImMeime
m=-oo

co

= 2 Z-Weime 
m=-oo

pC(^)
+ i£[sin(r<p) - tKCOs(r(py]]C(<p)

00

(i) e-i^ose = £.
k=—oo

-k k/fc(x)e-ifc6'

00

(v) Im (Jx2+y2)
m=-oo

oo
(iv) eXcoSe+ysin9 = Jm (Jx2 + y2^ 

m=-co
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c(<p)

C(^o) =

Substituting(Fll) into (F7) yields

(F12)

Using the Jacobi-Anger expansion (E10) in (F12)

(F13)

Substituting expressions (D3) and (DIO) into the integrand in equation (El3),

expression below is obtained

+

(F13)

co oo

m—-oo fc=—oo

oo= z 
m=-oo

e'^dcp

d(fE(<P) + /'(ff))
Ez dcp

u
(u H- irQ.ac)

fm-1

C(<P) = j

where 0 = arpz

___ f ^(/E(y)+r(<p)~)
J Ez dcp

n0 V 
=

r

naceiry
(irQ.ac + v + i]£lac)

e«.k dfs(<p)
Es d<p

OO 

m=—oo

oo

y im d<p
m=-oo

00

771= —00

g[^[sin0-icos0]-i77i]
mjmWlmWac 

to + iv — m£lac

m=-oo

f
J Ez

imrkkmjMjk^
to + iv — mQ.ac

d(fEW+f'W),
~eT----- ------- d(p

Ea>,Kd(fEW + f'W) , 
ST----- si----- dv

+/"w)d„ 
d<p

e~ir<p'________ u
(u + irflac)

Introducing indices m = k + I into equation
231
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(F14)+

But current density for ac-CNT in the presence of hot electrons jzcH e can a^s0

be written as

(F15)

For ac-CNTs, recall from equation (C27) that

Jos = (F16)

Substituting equations (Fl4) and (F16) into equation (Fl5), E is obtained

as

x

+

(F17)

In the absence of hot electrons, the nonequalibrium parameter for ac-CNTs

source jz

232

z
r

ooz
l=—co

n

~ t jos (Ju,k) 
s=l

ru
(y + ir£lac)

u
(y + irilac)

rSlaceir(P 
(ir£lac + v +

> ?c could be obtained from equation (E17) by setting T]ac = 0.

u
v + ir£lac

"■ Hace^
—' (frilac + V + 7?flac)

n n° V

n

’ f / frs^rs

a) + iv — m£lac

u
v + irilac

JzHE

n0 V
i

e-tirv'

e-irv'

4 e2y0 V V f 
^nh^rl.frs£rs

1=1 S=1

,ac _ . 4 e2y0
]zliE l^3nh2 

m,

^K= V cu,n. / .—___________________

w + iu-mnac

r]ac = 0, hence the current density for ac-CNTs without hot electron
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is

given by

oo

(F18)

233

n
frs^rs 

s=l

Therefore, the current density of ac-CNTs in the absence of hot electrons jz

j?c

- f 4e2y° 
yf^nh2 4-» a) + iv— mtiacm, L=-co r=l
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APPENDIX G

PUBLICATIONS FROM THIS DOCTORAL THESIS ON THE 

EFFECT OF HOT ELECTRONS ON THE CONDUCTIVITY OF 

CARBON NANOTUBES

Amekpewu M., Abukari S.S., Adu K.W., Mensah S.Y., and Mensah 

N.G. "Effect of hot electrons on the electrical conductivity of carbon 

nanotubes under the influence of applied de field."
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